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Over the past decade, opportunities for utilizing the broadband spectrum available at 

millimeter-wave (mm-wave) frequencies has motivated research on both short and long-range, 

highly-integrated complementary metal oxide semiconductor (CMOS) transceivers. Prototype 

mm-wave CMOS transceivers have been demonstrated for application in high-speed data 

transfer (57-64 GHz), wireless back-haul (71-76 GHz), automotive radar (77GHz) and medical 

imaging (90 GHz) systems. However, in spite of promising results, large scale deployment of 

mm-wave CMOS transceivers in portable and hand-held electronics is currently hindered by 

front-end power-consumptions on the order of several watts. Moreover, as a first order 

approximation, power consumption is directly proportional to system bandwidth. Therefore, as 

the bandwidth requirements of systems increase, the challenge with on-chip power consumption 

will become increasingly difficult to solve.  
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In this dissertation, techniques for optimizing the power and area of ultra-wideband 

millimeter-wave transceivers are described. This work resulted in the fabrication of three mm-

wave integrated circuits (IC), all of which were realized in a 6-metal layer 40-nm CMOS 

process. The first IC is a multi-stage transformer-feedback based 11-to-13 GHz direct-conversion 

receiver. The device achieves a 16% fractional-bandwidth, a peak power-gain of 27.6dB, and 

noise-figure of 5.3dB while consuming 28.8mW from a 0.9V supply. Second, a compact 24-

54GHz 2-stage bandpass distributed amplifier which utilizes dual mirror-symmetric Norton 

transformations to reduce inductor component values allowing efficient layout to occupy an 

active area of 0.15mm
2
. The device has a 77% fractional-bandwidth, an overall gain of 6.3dB, a 

minimum in-band IIP3 of 11dBm, while consuming 34mA from a 1V supply. The third, and the 

IC which includes the most integration among the three, is an ultra-broadband single-element 

heterodyne receiver intended for use in low-power phased-array systems. The receiver maintains 

17GHz of bandwidth from the mm-wave front end, through a high-IF stage, and to the baseband 

output. The device occupies 1.2mm
2
 and exploits properties of gain-equalized transformers 

throughout the signal path to achieve an overall 17GHz bandwidth 20dB gain with a flat in-band 

response, 7.8dB DSB NF, and a P-1dB of -24dBm, while consuming 104mW off a 1.1V supply. 
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1 INTRODUCTION 

The applications for single-chip CMOS electronics in the millimeter-wave and terahertz 

spectrum promises to provide antenna, circuit, device and system engineers with some of the 

most exciting opportunities for innovation over the next decade. Not long ago, the radio 

frequency (RF) band between 500MHz and 10GHz was considered high frequency. However, 

the astonishingly rapid developments in the science and technology of device fabrication, and the 

resultant scaling of minimum device dimensions, has extended maximum device operating 

frequency in excess of several hundreds of gigahertz. While silicon-germanium and indium-

phosphide devices have superior high-frequency electrical characteristics compared to CMOS, 

for low-cost integrated systems where analog and digital circuitry must coexist, CMOS has 

emerged as the technology of choice. The millimeter-wave (30GHz to 300GHz) and terahertz 

(300GHz to 3000GHz) spectrum, hitherto unexplored in CMOS, provides researchers with the 

luxury of virtually limitless bandwidth.  

Systems designed for the RF-band enabled the semiconductor industry to power a global 

boom in low-cost wireless communication and revolutionized the way individuals and machines 

communicate with one another. As recently as 1990, cellular-phones were a luxury-item and a 

very basic form of wireless connectivity was observed in consumer-electronics. Now, twenty 

years on, it is common for an individual to carry a laptop, cellular-phone, tablet all of which are 

wirelessly connected to the world-wide web. In short, improvements in semiconductor 

technology manufacturing and innovations in circuit design have played a role in making life 
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simpler by providing increased mobile connectivity and ushering in a new generation of mobile 

applications. 

The next major thrust for the semiconductor industry could possibly come from the 

growing bio-instrumentation industry. Currently, instruments used in medical clinics and 

hospitals across the world, tend to be expensive. This in turn makes the cost of health-care 

prohibitively high; a problem more prevalent in under-developed, and developing countries. 

Moreover, the lack of mobility in bulky equipment limits the ability of the doctor operating in 

remote and inaccessible locations. CMOS based integrated circuits could potentially bring the 

benefits of small form-form factor and low-cost to the bio-instrumentation domain. 

The ultra-wide bandwidth available at millimeter-wave frequencies brings significant 

advantages for both consumer-electronics and biomedical applications. In high-speed wireless 

communication market, data-rate is the golden performance metric. Data-rate, in turn, can be 

increased by (a) higher channel-bandwidth and (b) high-order complex modulation techniques. 

At RF, the spectrum has to be shared between multiple standards such as Bluetooth, Wi-Fi, GSM 

and Zigbee. As a result, complex time- and frequency-multiplexed schemes are required to 

maximize the bandwidth utilization efficiency. However, high-order modulation techniques 

increase the complexity of the RF front-end and baseband digital circuitry. At millimeter-wave, 

even with a simple modulation technique such as FSK and QPSK, high data-rates can be 

achieved due to the ultra-wide bandwidth available. 

Ultra-wideband circuits will also play a pivotal role in integrated imaging-systems for 

medical and security applications. The operation of active imaging systems is very similar to the 

operation of pulse-based radar systems. A narrow-pulse is shot at the object, and the information 
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in the pulse reflected by the object is used to create the image. A narrow-pulse results in 

improved timing resolution, which is reflected in improved spatial-resolution in the reconstructed 

image. A narrow-pulse in time-domain translates to a higher bandwidth in the frequency-domain. 

Thus, high-resolution imaging systems will also benefit from wideband millimeter-wave circuits.   

  The large number of applications for millimeter-wave integrated-circuits has made this 

topic a very active area of research. The seminal paper by Emami et.al [1] is among the earliest 

reports of CMOS device modeling and circuit design at 60-GHz. Initial research focused on the 

implementation of single-blocks such as mixers [2] and low-noise amplifiers [3].  

Implementation of direct-conversion [4][5] and heterodyne receivers [6] followed. The growing 

confidence in mm-wave CMOS is reflected in the increasing levels of integration, for example, 

receivers with on-chip mm-wave frequency-synthesis [7] and phase-locked loops operating at 

frequencies even beyond the 60GHz standard [8]. Another confirmation on the feasibility of 60-

GHz CMOS has been interest not only from academia, but also from industry [9][10]. While the 

60-GHz standard provided the impetus, research efforts occurring in parallel have pushed the 

operating frequencies of mm-wave integrated transceivers beyond 100-GHz [11], [12]. 

Integrated millimeter-wave imaging has been shown to be useful for detecting minute tumor 

tissues in the body during cancer therapy and detecting small concealed weapons at security 

screening check-point. The recent demonstration of a 90-GHz imaging-radar [13], designed for 

breast cancer diagnosis, is one such example of a millimeter-wave IC solving important and 

socially-relevant problems.  

In summary, moving forward, the biggest challenge in CMOS circuits - RF, mm-wave or 

terahertz - is how to design circuits capable of handling signals with ultra-wide bandwidth. As 

described earlier, the demands for wireless data transfer and the need for low-cost medical 
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electronics is only going to increase with time. For example, to achieve 100 Gbps wireless 

communication using simple QPSK modulation, transceiver bandwidths exceeding 50 GHz are 

necessary. Similarly, it can be proven that to reliably resolve moving objects (such as a 

malignant tumors) with a resolution of 4 mm requires a input pulse generation circuitry with a 

bandwidth of 40 GHz [13] or higher. Therefore, circuit and system-level techniques which 

address the issue of achieving extremely high bandwidth, and more importantly, address the 

issue in a manner that is area and power efficient, will be very important.  

1.1 Research objectives 

This thesis explores issues with respect to realizing ultra-wideband circuits operating at 

millimeter-wave frequencies. Traditionally, wideband circuits utilize either multiple inductors 

(resulting in large area), or low quality-factor load structures (resulting in large power). 

Therefore, circuit and system-level optimization techniques to minimize area and power-

consumption of wideband integrated-circuit receivers are described. While the prototype chips 

reported in this thesis have been fabricated in CMOS technology, the techniques reported are 

equally valid in bipolar technologies such as SiGe and GaAs.  

1.2 Overview and organization of the thesis 

The thesis has the following organization: 

Chapter 2: A brief overview of phased-array based millimeter-wave receiver architectures is 

provided. Different techniques for introducing phase-shift on the signal/LO path and the related 

trade-offs involved are described. A receiver architecture and frequency plan with the goal of 

reducing LO power is detailed, along with the challenges introduced by this architecture.  
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Chapter 3: Feedback is a popular technique to design wideband circuits at analog-frequencies. 

Extending feedback-techniques for radio frequencies using transformer-based reactive-feedback 

was first proposed in [14]. In Chapter 3, the design and analysis of a complete direct-conversion 

receiver which uses multi-stage source-to-gate transformer-feedback to receive signals in the 11-

to-13 GHz band is described. The measurement results from a prototype IC designed in a 40nm 

CMOS process are described. 

Chapter 4: The design paradigm of distributed amplifiers (DA) is extended to obtain high 

fractional-bandwidth band-pass signal amplification. A well-known drawback of the DA 

topology has been the required silicon-area. Chapter 4 proposes a DA which employs multiple 

Norton-transformations to reduce the area of the IC. A 24-54GHz wideband band-pass 

distributed amplifier (BPDA) was designed in a CMOS 40-nm process using this principle. The 

design and measurements results from the prototype chip are described in detail. 

Chapter 5: This chapter explores the use of coupled resonant circuits - magnetic coupling only, 

electrical coupling only, combination of magnetic and electric coupling (gain-equalized load) – 

for wideband signal amplification. Using the gain-equalized transformer as the core building 

block, the design of a 50-to-70 GHz heterodyne millimeter-wave receiver is described.  The 

measurement results from the prototype IC are described in this section. 
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2 MILLIMETER-WAVE SYSTEMS 

At millimeter-wave (mm-wave) frequencies spectrum is in abundance while the utilization is 

still relatively scarce. The limited usage of mm-wave, as opposed to RF, can be attributed to two 

main reasons. First, before CMOS fabrication technologies reached the 130nm process node, 

very limited power-gain could be obtained from the CMOS device at mm-wave frequencies. 

Second, stringent rules from regulatory authorities such as the FCC (in the USA) govern the 

spectrum usage, and restricted millimeter-wave operation. However, with CMOS minimum 

device length scaling down to 40nm and beyond, and governments worldwide releasing an 

unlicensed 60-GHz band for commercial applications, millimeter-wave CMOS is now firmly 

placed on the technology roadmap.  

2.1 Phased-array receivers 

One of the biggest challenges in mm-wave system design is the high path-loss associated 

with these frequencies. The path-loss increases in proportion to the square of the carrier-

frequency; therefore, loss observed in mm-wave signal transmission can be significantly higher 

than at RF. On the receiver side, a high path loss translates to reduced sensitivity and on the 

transmitter-side a reduction in the transmission-range relative to RF bands.  As a result, to 

improve the signal-transmission efficiency at mm-wave frequencies, narrow directed beams are 

preferable over isotropic radiation. For mobile applications, in which the relative position 

between the transmitter and receiver could possibly vary with time, it is important for this beam 

to be electronically steerable. Phased-arrays, a class of multiple-antenna, multi-element systems, 

were introduced by the Bell Labs in the 1930s for receivers “capable of being steered to meet the 

varying angle at which short radio waves arrive at the receiving location” [1]. The first phased-
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arrays with fully electronic beam steering were developed for the military during the second 

world-war. Over the course of the next eight decades, phased-arrays have been employed for 

airborne, space, surface, and ground-based applications [2]. However, the high cost associated 

with discrete microwave components precluded their widespread use in consumer applications. 

To drive down the cost, integration of the entire phased-array transceiver, antenna and signal-

path, onto a single silicon chip was the next important step.  

The large area required by passive components such as inductors, transmission-lines, and 

antennas is the biggest drawback of phased-array systems. In advance process nodes, fabrication 

cost are evolving as a major barrier to future consumer electronics, thus realizing minimum size 

solutions is imperative. However, the size of the passives is inversely proportional to the 

operating frequency. Thus, from an area perspective, transceivers operating at mm-wave or 

terahertz carrier frequencies are more amenable to an integrated implementation. The shrinking 

size of passives and antennas as the carrier frequency increases opens the door to single-chip 

multiple-element, multiple-antenna systems. Gordon Moore’s prophecy [3] that “successful 

realization of such items as phased-array antennas, for example, using a multiplicity of 

integrated microwave power sources, could completely revolutionize radar” finally came true in 

2004, when Guan [4] reported the first fully integrated eight-element phased-array receiver for 

automotive-radar applications in a SiGe-BiCMOS process. More recently, SiGe and CMOS 

realizations of 24-GHz automotive-radar [4][5], 77-GHz automotive radar [5], 60-GHz short-

range data-communication [7], and E-band long-range data communication [9]  phased-array 

systems have been reported.  
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2.2 Operating Principle 

The block diagram of a two-element phased-array with an antenna-spacing (d) is shown 

in Fig. 2.1. For a plane-wave that is incident onto the phased-array receiver, the time delay (τ) 

between the arrivals at the adjacent antennas is a function of d, the speed of light ( )  and the 

angle of incidence (θ), 

         ⁄  (2-1) 

Assuming a carrier frequency    , and that information in the received signal is encoded 

onto both the amplitude and phase, the signal received at the first antenna   ( ) and the (k+1)
 th

 

antenna   ( ) can be expressed as, 

   ( )   ( )    (     ( )) (2-2) 

   ( )   (    )    (          (    )) (2-3) 

In order to ensure constructive-interference between the signals   ( ) and   ( ), a time 

delay of    has to be introduced after   ( ). From (2-1), it can be observed that the time-delay is 

 

Fig. 2.1 Plane-wave incident on a two-element phased-array receiver 
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a function of  . Thus, ideally, electronic beam-steering requires an on-chip tunable time-delay 

element. However, non-ideal effects such as noise, loss, and non-linearity make tunable time-

delay elements difficult to implement at RF frequencies [4]. While tapped LC-ladder based true-

time delay circuits have been proposed in [10] and [11], the large silicon area (16mm
2
) required 

makes them less favorable for large array implementations.  

For narrow-band systems it is possible to approximate the time-delay element by a phase-

shift. To illustrate the validity of this approximation, consider an N-element phased-array with 

maximum expected antenna-to-antenna time delay, Nτ, receiving modulated data with a symbol 

rate Fsymbol. If,              ⁄ , then  

  (    )    ( ) (2-4) 

  (    )   ( ) (2-5) 

Applying (2-4) and (2-5), (2-3) can be simplified to 

   ( )   ( )    (     ( )      ) (2-6) 

Thus, to ensure constructive interference between   ( ) and   ( ), a phase-shift   ( )  

     radians has to be introduced after   ( ). It is important to note that the phase–shift   ( ) 

introduces a correct time delay only at the carrier frequency   . Moreover, the error in the time 

delay is frequency dependent.  

The technique to apply a narrow-band phase-shift approximation instead of a true time-

delay has been universally applied in transceivers dealing with modulated signals with small 

fractional bandwidth (fBW). A study of the impact of this approximation on the EVM 

degradation of wideband signals has been presented in [5]. 
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2.3 Phased-array receiver architecture  

One major classification of phased-array architectures is based on whether the phase-

delay element is introduced in the signal-path or the local-oscillator (LO) path. The two phase-

shift techniques, coupled with choice of heterodyne and direct-conversion architectures yields a 

total of four possible combinations for phased-array systems. In this section, we will explore the 

merits and demerits of the following architectures.  

 Direct conversion with signal-path phase shifting- [7], [9] 

 Heterodyne with signal-path phase shifting- [7], [12] 

 Direct conversion with LO-path phase shifting 

 Heterodyne with LO-path phase shifting - [5], [5] 

The block diagram for a four-element direct-conversion phased-array receiver with signal-

path phase-shifting is shown in Fig. 2.2. The front-end comprises of four low-noise amplifiers 

which drive four phase-shifters. Ideally, each phase-shifter provides a programmable phase-shift 

over the range of 0 to 2π radians. The signal from each phase-shifter is combined using a 

passive-combiner such as a Wilkinson hybrid. The output of the combiner drives a quadrature 

RF-mixer to generate the baseband I/Q signals, BBI and BBQ. 

One of the key advantages of RF-power combining approach is that the signal path comprises 

of only a single-set I/Q RF-mixers; independent of the number of elements in the array. This 

architecture is element-scalable because LO distribution power does not increase as the number 

of the elements in the array increases. However, the architecture is not frequency-scalable 

because the LO frequency (RF-LOI and RF-LOQ) is equal to the carrier frequency. Thus, for 

systems that desire to exploit the abundant bandwidth available at hundreds of the GHz, a 100+ 
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Fig. 2.2 (a) Signal path and (b) LO-path of a direct-conversion phased-array receiver with signal-path 

phase-shifting  

 
GHz LO has to be generated. Moreover, for quadrature demodulation, this receiver architecture 

requires quadrature oscillator signals, a huge challenge at mm-wave frequencies.  

The heterodyne phased-array receiver, shown in Fig. 2.3, addresses some of the concerns 

with LO generation and distribution. Similar to the direct-conversion phased-array, the front-end 

comprises of four low-noise amplifiers and phase-shifters. However, in the heterodyne receiver, 

the RF-mixer is not in quadrature phase, and therefore, I/Q generation of the high-frequency LO 

is not required. The mixer down-converts the received signal to an intermediate frequency (IF). 

After amplification in the IF-stage, the signal is finally down-converted to baseband through a 

quadrature IF-mixer to generate BBI and BBQ. The heterodyne architecture is more frequency 

scalable than direct-conversion, because RF-LO, IF-LOI and IF-LOQ can be selected to minimize 

receiver power. 
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Fig. 2.3 (a) Signal-path and (b) LO-path of a heterodyne phased-array receiver with signal path 

phase-shifting 

 Both the direct and heterodyne receivers, described in Fig. 2.2 and Fig. 2.3, suffer from one 

big disadvantage; the phase-shifter is in the signal-path. For wideband systems, signal-path 

phase-shifters must exhibit low amplitude and phase imbalance across a wide range of 

frequencies. As an example, a phased-array receiver operating over a bandwidth of 50 to 70-GHz 

would require a signal-path phase-shifter with a fixed phase-shift over a bandwidth of 20 GHz, 

or a fBW of 30%. To the best of the author’s knowledge, a fully integrated programmable phase-

shifter operating over such a wide frequency band has not been reported in prior-art.  

Moreover, intuitively, sharp phase transitions are associated with high-Q circuits, while a flat 

phase response is indicative of a low-Q circuit. In addition, low-Q circuits result in higher 

insertion loss as compared to high-Q circuits. Thus, it is foreseeable that an integrated phase-

shifter with a flat phase-shift over a wide frequency range would introduce large insertion loss in 

the signal-path. 
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Fig. 2.4 (a) Signal-path and (b) LO-path of a direct-conversion phased-array receiver with LO-path 

phase-shifting  

An alternate solution is to introduce a phase-shift onto the local-oscillator (LO) signal. The 

output phase of a mixer is a linear combination of the phase of the RF-input and LO, thus, any 

phase-shift introduced onto the LO-path is transferred on to the signal path during down- 
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conversion. A phase-shift on the local-oscillator signal instead of the signal path circumvents the 

bandwidth issue described above. An ideal LO is a single-tone and therefore, independent of the 

bandwidth of the signal being processed, the phase-accuracy has to be maintained only at a 

single-frequency. The block-diagram of a four-element direct-conversion receiver with LO-phase 

shifting is shown in Fig. 2.4. Each LNA drives a quadrature RF mixer. The relative phase-shift is 

introduced between the oscillator signals driving the RF-mixer. At the output of the RF mixer, 

the baseband signal can be combined in current-domain to obtain BBI and BBQ.  

In the LO-phase shift approach, the insertion-loss due to the phase-shifter results in a 

reduction in the LO-voltage swing appearing at the mixer switches. However, if LO-buffers are 

used to drive the mixer switches then the sensitivity of mixer-gain to variation in LO amplitude 

will be low. Thus, the LO-phase shift approach is less sensitive to insertion loss than signal-path 

approaches. However, an N-element phased-array requires 2N mixers, as compared to a single 

mixer of the signal-path phase-shifting approach. Thus, the increase in immunity to signal-path 

phase imbalance comes at the expense of increased LO-power consumption.  

Similar to the signal-path phase shifting receivers, LO-phase shifting can be implemented 

in both direct-conversion and heterodyne architectures. The block diagram of a four-element 

heterodyne receiver with LO-path phase shifting is shown in Fig. 2.5. The earlier discussion on 

frequency-scalability and element-scalability is equally applicable to direct and heterodyne LO-

phase shifting based phased-array receivers. 

In summary, the optimal architecture for integrated phased-array receivers is highly 

application dependent. For low-power RF systems direct conversion has evolved as the 

architecture of choice. However, for millimeter-wave N-element phased-array receivers, which 
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Fig. 2.5 (a) Signal-path and (b) LO-path of a heterodyne phased-array receiver with LO-path phase-

shifting  

comprise of N parallel signal paths (in addition to signal-combiners and phase-shifters), the 

choice is not so obvious. 

 In narrow-band systems the direct-conversion signal-path phase-shifting approach is 

most useful. Whereas in ultra-wideband systems, in which the in-band phase and amplitude 
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imbalance introduced by the signal-path phase shifter is unacceptable, the LO-phase shift 

architecture is preferable.  

Even amongst LO-phase shift based phased-arrays, the choice of direct-conversion and 

heterodyne depends on the application. In systems requiring a high beam-steering granularity 

(for example, centimeter or meter-range chip-to-chip communication) the number of elements in 

the phased-array is low. In such cases, the direct-conversion approach might be more power 

optimal. However, systems targeting high beam resolution require a large number of array 

elements; therefore, the heterodyne approach could be more optimal. Similarly, for systems 

targeting a high carrier frequency, the heterodyne approach could be more power optimal. 

2.4 Element scalability and impact on total power 

In order to select the ‘optimal’ phased-array architecture for a given application, it is 

important to develop a strong analytical-model and understand the trade-offs between the 

different architectural techniques. Section 2.3 provides a qualitative comparison between the 

direct/heterodyne receivers with signal-path/LO-path phase-shifter. For ultra-wideband receivers 

it was concluded that LO-path phase shifting is preferable because it precludes the need for an 

ultra-wideband phase-shifter. Next, to study the impact of LO distribution power on element-

scalability, in more quantitative terms, an analytic-model for the receiver power-budget as a 

function of the number of phased-array elements (N) is described next.  

In the transmit/receive signal path, the nodes LO and LOB would need to drive the 

switching quad of a mixer in the signal path. The conversion-gain of the mixer is function of the 

LO voltage swing. Therefore, to make a fair comparison, it is assumed that the LO voltage-swing 

required in circuits (a) and (b) is identical. In addition, the buffers are assumed to be linear 
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amplifiers operating in the non-saturated state (the buffer is operating at power levels below the 

Psat)  

As a first step, consider the two LO distribution networks shown in fig 2.6. The circuits 

in fig 2.6 (a) and (b) correspond to one possible implementation of a LO distribution network in 

which N1=1 and N2=2. As the number of elements scales by (N2/N1), the total LO distribution 

power scales up by a factor of (N2/N1)
2
. Two factors contribute to the ‘square’ in the scaling-

factor. First, the number of buffers increases by a factor of (N2/N1). Second, since the LO is 

distributed equally among the multiple paths, the input power to each buffer scales down by a 

factor of (N2/N1); therefore, to achieve the desired voltage swing at the buffer output, the 

voltage-gain has to be increased by (N2/N1). As a first order approximation, to increase the 

voltage-gain, the DC-current of the buffer has to be increased by (N2/N1).  

In fig 2.6, the two-element receiver requires two buffers in place of one (in the N1 = 1 

case), resulting in an increase in a DC power by a factor of 2. Assuming an ideal power-splitter 

(with an insertion-loss of 0dB), the input power to the buffer in (b) is 3dB lower than the input 

 

Fig. 2.6. LO distribution network for a phased-array with one and two elements. 
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power in (a). Therefore, to double the power-gain the LO-buffers in (b) need to burn twice the 

DC-power in comparison to (a).  

It is the N
2
 scaling-factor that causes LO distribution power to dominate the total power 

consumption in phased-arrays with high element count (N). To illustrate this, consider the block-

diagrams of direct-conversion and heterodyne phased-array receivers in Fig. 2.4(a) and Fig. 

2.5(a), respectively.  

In a direct conversion receiver, the signal path comprises of N low-noise amplifiers, N 

I/Q mixers (a total of 2N mixers). To drive the  

                                  (2-7) 

            (  )           (2-8) 

In an N-element heterodyne phased-array receiver, the mm-wave front-end comprises of 

N low-noise amplifiers and N single-phase RF mixers. The outputs of the N parallel mm-wave 

front-end paths are combined using an active/passive signal-combiner. The single power-

combined output drives a single intermediate-frequency (IF) amplifier. The output of the IF-

amplifier drives a set of I/Q IF mixers which down-converts the signal to baseband. In 

comparison with the signal-path power of a direct-conversion receiver (2-7), the heterodyne 

architecture incurs the additional power consumption of the IF-amplifier in the signal path.  

                                      (2-9) 
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However, it is important to note that the power-penalty of the IF-stage is a fixed quantity 

and independent of the number of elements in the array. In other words, as the number of 

elements in the array increases, signal-path power per unit element (            ) 

Next, consider the LO distribution path comprising of a total of (N+2) – N buffers to 

drive the N single-phase mm-wave mixers and 2 buffers to drive the I/Q IF mixer and 2. In 

contrast to the direct-conversion receiver, the only N (rather than 2N) buffers are required at the 

mm-wave front-end. Moreover, the N buffers of the heterodyne will operate at lower-frequency 

than the 2N buffers of the direct-conversion receiver.  

                                  (2-10) 

Finally, from (2-7)-(2-10), it can be shown that the total power consumption of the direct-

conversion(   ) and heterodyne (  ) is given by, 

Table 2.1 Estimated power consumption of individual block blocks 

 Power Comments 

     8mA Single-stage of a common-source amplifier 

                0.6mA Cascode amplifier  

                1.8mA Cascode amplifier 

            1mA Single-balanced active mixer with a baseband load 

            3mA Single-balanced active mixer with tuned load 

            1mA Single-balanced active mixer with a baseband load 

     10mA Cascode amplifier 
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                                                           (2-11) 

           (  )                                (2-12) 

In summary, (2-7) and (2-9) suggests the signal-path of a heterodyne receiver consumes 

more power than the equivalent direct-conversion receiver. In contrast, from (2-8) and (2-9), the 

LO-path of the direct-conversion system is higher than the heterodyne. For low-element phased-

array systems the signal-path power dominates, however, as the number of elements increase the 

LO-path begins to dominate. The point of inflection for the number of elements in an array where 

a heterodyne receiver becomes more power efficient than a direct-conversion receiver, is the 

point where the power consumption of the LO-buffers in a direct-conversion receiver becomes 

significantly larger than the power consumes by the IF-amplifier in the equivalent heterodyne. 

As an example, consider some typical power numbers for the circuit blocks in the receive-chain 

shown in Table 2.1. Using the values in Table 2.1,    and     are plotted as plot as a function of 

N in Fig. 2.7. For N < 15, the direct-conversion is more optimal. However, for N > 15, the 

 

Fig. 2.7 (a) Total power consumption of a direct-conversion (blue) and heterodyne (red) phased-array 

receiver (b) Power saving in a heterodyne receiver as a function of a number of array elements 
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power-saving achieved by selecting a heterodyne architecture compensates for the additional 

power of the IF-amplifier.  

2.5 Ultra-wideband receiver architecture 

This dissertation is part of a research effort to design a fully-integrated wideband phased-

array receiver with very fine beam-steering resolution. Fine beam-steering resolution, in turn, 

necessitates a high element count. From the preceding analysis it can be concluded that, 

 For ultra-wideband receivers, the phase-shifter is easier to implement in the LO-phase 

shifting approach as compared to signal-path phase-shifters. 

 The heterodyne architecture is more element-scalable than the direct-conversion 

approach for systems in which the LO distribution power is non-negligible.  

Therefore, the wideband mm-wave receiver architecture proposed in this work will be a part 

of a heterodyne receiver with LO-phase shifting. The receiver has been designed for a channel 

 

Fig. 2.8. Millimeter-wave spectrum targeted in this receiver 
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bandwidth of 20 GHz (pass-band) or 10 GHz (baseband). This bandwidth is almost 10 times 

larger than the channel-bandwidth of transceivers designed for the 60 GHz standards. The target 

millimeter-wave bandwidth was selected to be 50-to-70 GHz shown in Fig. 2.8. An upper 

frequency limit of 70GHz was selected to ensure the receiver IC could be fully characterized 

using the measurement facilities available at the University of Washington.  

While the heterodyne architecture allows the designer to scale down the local-oscillator 

frequency for the RF-mixer, for an ultra-wideband system it introduces new challenges in the 

signal path design. To illustrate this, consider the frequency-plan shown in Fig. 2.9. The input 

 

Fig. 2.9. Frequency plan for wideband heterodyne architecture 

 

Fig. 2.10. Block diagram of the ultra-wideband mm-wave receiver implemented in a 40nm CMOS 

 

Block diagram of the wideband, heterodyne millimeter-wave receiver  
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signal has a bandwidth of 20 GHz and is modulated onto a carrier frequency of 60 GHz. At the 

front-end, the required fractional-bandwidth of the circuit is 33%. Assume that the first down-

converter mixes the input with a 20 GHz oscillator signal.  The input is brought down to 

intermediate-frequency (IF) of 40 GHz and signal amplification at IF requires circuits with a 

fractional bandwidth of 50%! As a signal progresses from the mm-wave front-end towards the 

baseband, fractional bandwidth becomes larger even though the absolute bandwidth remains 

constant. 

The focus of this dissertation is to propose area and power optimal solutions for high 

fractional-bandwidth receiver designs. The techniques proposed in this work have been used to 

design the ultra-wideband mm-wave receiver shown in Fig. 2.10 (realized in a 40nm CMOS 

process), based on the frequency plan described in Fig. 2.9. To achieve high fractional-

bandwidths, three wideband circuit techniques: transformer-feedback, bandpass distributed 

amplifiers, and gain-equalized transformers, have been explored, and are discussed in subsequent 

chapters. 
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3 TRANSFORMER FEEDBACK 

Feedback is one of the most commonly employed techniques for designing wideband 

circuits. In low-frequency or baseband analog circuits it is relatively easy to design circuits with 

a high open-loop gain. Feedback provides a mechanism to trade-off a high open-loop gain which 

is process-dependent, narrow-band with a low closed-loop gain which is process-invariant and 

wideband. In older technology nodes, the low power gain associated with CMOS devices at radio 

frequencies, precluded the use of feedback. However, scaling of the minimum device dimensions 

in advanced technology nodes has resulted in the device unity power-gain frequency (Fmax) to 

exceed several hundred gigahertz.  This allows the possibility of exploiting resistive or reactive 

feedback to trade off the extra open-loop gain for a wider bandwidth. While resistive feedback 

can provided a small form-factor solution, the noise introduced by the feedback resistor can be 

prohibitively large for applications which require high noise sensitivity. In this chapter we 

analyze reactive feedback techniques, using integrated transformers, for high fractional-

bandwidth circuit design. 

Feedback using fully-integrated transformers, in which the magnetically coupled 

windings provide a path for current-sense current-feedback, has received considerable interest 

[8]-[9]. For the three-terminal MOS device, there are three fundamental transformer-feedback 

topologies [11]: drain-to-source, drain-to-gate, and source-to-gate. The first two, drain-to-source 

and drain-to-gate, have been applied in single-ended amplifiers to neutralize the CGD device 

capacitance and improve reverse-isolation over a wide bandwidth. The source-to-gate 

transformer feedback (SGTxFB) topology is more suited for wideband matching network design 
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and has been applied over a wide range of operating frequencies, ranging from UWB [8] to W-

Band [9]. 

However, currently available analytic models for SGTxFB-based matching-network 

design provide little intuition for optimization. In this chapter, a generic and systematic approach 

to the design of SGTxFB amplifiers is presented. The input admittance is modeled as a function 

 

Fig. 3.1. Heterodyne phased-array receiver: low-noise amplifier (LNA), power-combiner (PC) 

followed by 11-to-13 GHz IF stage comprised of an IF amplifier, quadrature down-conversion mixer, 

and lumped-element Lange coupler for I/Q generation. 

 

Fig. 3.2. (a) Generic feedback circuits (b) transformer-feedback circuit. 
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of transformer and transistor parameters. The models are then used to assess the impact of the 

circuit parameters on the bandwidth, noise figure, and gain.  The design and measured results 

from a prototype test-chip employing multiple stages of SGTxFBis described. The test-chip was 

designed to operate as the intermediated-frequency stage of the heterodyne 60-GHz receiver 

shown in Fig. 3.1. The challenges involved in designing a multi-stage SGTxFB down-converter 

are described.  

This chapter is organized as follows. First, an ideal current- feedback amplifier model is 

introduced, and related to a simplified first-order SGTxFB stage. Next, guidelines for matching 

network design and accurate input admittance models for SGTxFB amplifiers are discussed in 

Section 3.2. This is followed with a derivation of analytic expressions for the noise and gain of 

SGTxFB amplifiers in Section 3.3. The design of an IF-stage, operating over a frequency range 

of 11-to-13 GHz, is described in Section 3.4. Measured results from a prototype chip 

implemented in a 40nm CMOS process are presented in Section 3.5.  

3.1 Current Feedback 

The generic model of a feedback system is shown in Fig. 3.2(a). The forward path consists of a 

high-gain amplifier, AOL. A fraction of the output voltage (or current) of AOL is sampled by the 

feedback circuit β and fed back to the input. In the circuit shown in fig. 2(b) the feedback circuit 

β is a transformer, hence the name transformer-feedback. The secondary windings of the 

transformer samples the output current of AOL and the current induced in the primary is fed back 

to the input. In the specific case of source-to-gate transformer-feedback, the output current is 

sampled at the source and induced current is fed back to the gate of the MOSFET.  
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As a first order approximation, a SGTxFB amplifier can be modeled as the current-feedback 

amplifier (CFA) shown in Fig. 3.2 (b). In this ideal current-feedback model, the feedback current 

induced in the primary (  ) is included; however, the feed-forward current induced in 

secondary (  ) is ignored. To study the impact of current-feedback on bandwidth, consider the 

inductor-degenerated common-source amplifier without and with current-feedback shown in Fig. 

3.3 (a) and Fig. 3.3 (b), respectively. Starting with the circuit in Fig. 3.3(a), it is straightforward 

to prove that the input impedance      is described by, 

      
     

  
       

 

     
 (3-1) 

Accordingly, the circuit appears to be a series-RLC network with          (     )   ⁄ , 

resonant frequency     √    ⁄  and a quality factor   , where 

 

Fig. 3.3. (a) Common-source (CS) amplifier with inductor degeneration (b) Inductively degenerated 

amplifier with current feedback (c) Input impedance (   ) with         (d)     with     
   (   ) 

 



 

32 

 

     
    

  (    )
 

 

   

√
  

  
 (3-2) 

Next, consider the CFA in Fig. 3.3 (b), where   describes the ratio of the source current    to the 

current fed back to the gate. The CFA and inductor-degenerated amplifier have identical   ,    

and   , however, the devices are biased differently and hence have different transconductance. 

The input impedance      is given by, 
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At      ,    (   )⁄     ⁄ . Accordingly, for circuits with quality factor Q > 4, the complex 

term in the denominator |          ⁄ | is approximately equal to 1; reducing (3-3) to, 

        
 

     

 

(   )
 

     

  (   )
  

     

   
 (3-4) 

Thus, similar to (3-1), the input impedance of the CFA appears as a series RLC resonant circuit 

with a resonance frequency of   . In addition, it can be observed that the CFA has a input 

impedance               (  (   ))⁄  and quality factor   , where 

     
 

   

√
  

  
 (3-5) 

Several important observations can be made based on the above result. Assume the 

circuit in Fig. 3.3 (a) is designed to match with an antenna with resistance    i.e.      (    ). 

The first case to consider is wherein the transconductance of    is identical in both 
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circuits (        ). The resulting input impedance as a function of frequency is plotted in 

Fig. 3.3 (c). From (3-2) and (3-5), one can observe that with equal transconductance both the 

amplifiers display an identical quality-factor (     ). However,   (    )    (   )⁄ , as a 

result the CFA is not power-matched to the antenna  

To correct the antenna mismatch, without altering the value of passive components    

and   , transistor    in the current-feedback amplifier is biased such that         (   ). 

From (3-4) one observes that the new bias-condition ensures   (    )    (    ). Furthermore, 

since the quality factor of the matching network is inversely proportional to the 

transconductance, the    -boost results in a (   ) reduction in the quality factor. Therefore, as 

shown in Fig. 3.3 (d), compared to the inductor-degenerated common-source amplifier, the 

current-feedback amplifier effectively achieves a  (   ) higher matching bandwidth at the 

expense of (   )  higher current (assuming square-law devices). 

 

Fig. 3.4. Schematic and small-signal model of an SGTxFB amplifier 
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The desire to exploit current-feedback to achieve a wide input matching bandwidth 

motivates application of source-gate transformer feedback (SGTxFB). The SGTxFB amplifier in 

Fig. 3.4 contains two feedback loops. In the first feedback-loop, at frequency   ,    senses the 

(output) current flowing through    and converts it to a voltage which controls the (input)     of 

the device. In the second loop, current through    is fed back to the input via the anti-phase 

mutual magnetic coupling between    and   . In effect, the transformer formed by    and    

provides current-sense current-feedback.  

To design a matching network using SGTxFB, an accurate model of the input impedance 

of the amplifier as a function of transformer and transistor parameters is derived in the next 

section. 

3.2 Source-to-Gate Transformer Feedback Based Matching Networks 

Although receiver front-end circuitry realized with SGTxFB amplifiers has been reported 

in recent literature [8]-[9], insightful and compact analytic expressions that assist matching 

network design and model the noise performance are yet to be presented. This is primarily due to 

relatively open design space, comprising multiple variables such as device 

transconductance (  ), self-inductance (     ) and mutual inductance ( ). To simplify the 

calculations, it is common to assume perfect magnetic coupling; a coupling-coefficient (  

 √    ⁄ ) of one. However, for a large turns-ratio (  √    ⁄  ) a coupling-coefficient close 

to unity is difficult to achieve. To investigate the trade-offs involved in the design of a SGTxFB, 

an input admittance model                     is computed next. 
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Input Admittance 

The small-signal model of the SGTxFB amplifier is presented in Fig. 3.4.  Transistor    

is assumed to have zero output-conductance. In the small-signal model,    is the parallel 

combination of the gate-to-source capacitance (   ) of    and an extra capacitance   . For the 

input admittance analysis, capacitance    which appears in parallel with the ideal voltage 

source,   , is ignored. The transformer model of [12] is adopted and the body effect is neglected. 

Initially, to simplify the mathematical analysis, inductors    and    are assumed to be ideal. 

However, after deriving the model, a technique to include inductor non-idealities will also be 

described. Applying KCL to the circuit in Fig. 3.4 yields, 

                (3-6) 

                 (3-7) 

        (     )    (3-8) 

     (     )(        ) (3-9) 
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(3-10) 

Solving (3-6)-(3-9), the input admittance        ⁄  can be shown to be given by (3-10). 

To verify (3-10) a test circuit (TC1) with                = {12GHz, 1.16, 0.5, 50mS, 800pH} 
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was designed. A comparison of   (  ) and   (  ) obtained from circuit simulation and from 

(3-10) are plotted as a function of frequency in Fig. 3.5. 

However, while (3-10) is an accurate and exact solution to the KCL equations, it fails to 

provide insight on how to select the component values to achieve the target admittance.  

To simplify (3-10), the design space must be constrained as to reflect normal operating 

conditions. Towards this goal, a resonance-condition is enforced: At frequency    ,    resonates 

with leakage inductance,   (    ). As mentioned earlier,    includes a shunt capacitance    

which can be appropriately selected to ensure    satisfies the resonance condition 

mathematically described in (3-11). Using (3-11), the simplifications given in (3-12)-(3-14) can 

 

Fig. 3.5 Real and imaginary admittance: model versus circuit simulation 
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be made. Finally, using (3-12)-(3-14), a simpler expression for    is derived in (3-15). Equation 

(3-15) has a clear physical interpretation: the input impedance of a SGTxFB amplifier appears as 

a parallel R-L circuit, where R and L are functions of               . 
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(3-15) 

3.3 Matching Network Design 

Since input impedance of the SGTxFB amplifier is a function of the transformer 

parameters, applying transformer-feedback to match the amplifier with its preceding driver-stage 

is possible. The driver-stage could be an on-chip pre-amplifier, mixer, off-chip transmission line 

driver, or antenna. To maximize the power gain of the driver-stage with an output 

conductance   , a matching network is designed to ensure   (  )    .  In order to match the 

SGTxFB amplifier to a driver with purely-real admittance, all imaginary terms in (9b) must be 

eliminated. 
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  Manipulating the design variables    and    to achieve cancellation of imaginary terms is 

not possible due to the already established resonance condition (3-11). Therefore, an additional 

capacitance    must be added in parallel to    to achieve   (  )   . From (9b) it can be shown 

that, 

    
    

  
   (    )

 (3-16) 

After the addition of   , the input admittance of the circuit is purely real and given by,  

   (  )  
(   )

    (    )
 

(   )

    (    )

 

  
 (3-17) 

Further intuition regarding the impact of feedback for bandwidth extension can be obtained by 

using (3-11) to reformulate (3-17), resulting in (3-18) (derivation in Appendix. II), 

   (   )  
 

  
 (

    

  
) 

(    )

(  
 
 )

  (3-18) 

 In (3-18), one should notice the expression derived is similar to the input impedance of a 

common-source amplifier with inductor degeneration. For the circuit in Fig. 3.3(a), from (3-1), 

the real component of the input impedance is given by (      ⁄ )     (   ). Thus, 

verifying that the narrow-band inductor degeneration is a special-case of transformer feedback. 

In the SGTxFB amplifier, the magnetic-coupling between the windings of the transformer 

reduces the shunt input impedance    and provides a wideband match. 
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While the aforementioned results have been derived using an ideal model inductor    

and   , the results can be extended to include the effects of a finite Q-factor and self-resonance 

frequency. The loss in    can be modeled by a shunt resistance          , which appears in 

parallel with input resistance    derived in (3-18). The loss in    can be modeled as a series 

resistance          ⁄ . As a first order approximation,      can be absorbed into the amplifier 

transconductance by defining an effective   
    (       )⁄ . Finally, the parasitic 

capacitance associated with     and the windings between    and    can also be absorbed in 

capacitances    and   , respectively.  

Quality Factor 

  A key metric for wideband matching networks is the Q-factor. For a parallel RLC circuit, 

the quality factor is (    ⁄ ) or (    ).  From (3-15), the Q of the matching network can be 

proven to be, 

  (     )    √  (    )   ⁄   
    

(   ) 
 (3-19) 

As described earlier, the Q-factor and         are functions of               . 

However, in order to design for       (   ), only three among              can be uniquely 

specified. The    is primarily limited by the current budget of the target application and an 

upper limit on    is placed by the inductor’s self-resonance frequency. As a result, to obtain an 

optimal power-match, the transformer parameters       cannot be selected independently. Using 

(3-17) as a starting point, the following interdependence between   and   can be shown, 
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    (    )√  (  )    
 (3-20) 

Defining the ‘design-space’ of the circuit as all sets of             which satisfy (3-20), 

the design space for the test circuit TC1, with    = 800pH at   =12GHz, is plotted in Fig. 3.6. 

For values of    ranging from 25mS to 125mS, Fig. 3.6(a) plots   as a function of   for a 

SGTxFB circuit designed to match a 50Ω driving source. Two important observations can be 

made from this graph. First, for a fixed turns-ratio ( ), an amplifier with higher current 

 

Fig. 3.6. Design space for matching TC1 to a 50-Ω source resistance with    (            
               ) and            (a) transformer turns-ratio (b) matching network Q 

factor 
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(higher   ) requires larger   to achieve a power-match. This is important because obtaining a 

high   using spiral-inductor based transformers for a non-unity turns ratio is quite challenging. 

Second, for a fixed coupling coefficient, the power-match achieved by increasing values of   is 

accompanied by a reduction in   , thereby reducing the gain of the amplifier. 

Using the values of       obtained from (3-20) to solve for the Q-factor of the matching 

network (3-19), a plot of the Q-factor as a function of   is plotted in the Fig. 3.6(b). As expected 

from the result given in (3-18), increasing   of the transformer, while maintaining a power-

match, results in a lower Q. In addition, it is interesting to note that as    increases, so too does 

the matching network Q, thereby requiring a high-   transformer for a wideband match. 

3.4 Transconductance and Noise 

Effective Transconductance 

The bandwidth extension provided by transformer-feedback, described in the previous 

section, is accompanied by a suppression of the ‘closed-loop’ effective-transconductance 

(       ⁄ ) of the SGTxFB amplifier.    can be derived using the small-signal model 

described in Fig. 3.4. Assuming a transistor with infinite output impedance, the short-circuit 

 

Fig. 3.7 Small-signal model for noise calculation 
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output current (  ) of the amplifier is a product of    and gate-to-source voltage (     ). The 

relationship between the voltage at the primary (  ) and secondary (  ) of the transformer is 

derived in Appendix.1. Using (A.3) and (3-11), it can be proven that (     ) is inversely 

proportional to   . As a result, at      , 

 |  |  
(  

 
 )

    (    )
 (3-21) 

With    , the effective-transconductance reduces to      ⁄ . This is similar to the inductively 

degenerated matching network, fig.3(a), where, 

 

Fig. 3.8 (a) Effective trans-conductance (b) Thermal noise contribution in TC1. 
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 |  |        

     ⁄

      ⁄
 

 

    
 (3-22) 

It is important to note, though    is not an explicit function of     in (3-21), 

specifying             implicitly constrains   . For the test circuit TC1, the    obtained from 

circuit simulation is compared with the analytic model (3-21) in Fig. 3.8(a).  

Further insight regarding the relationship between     and     can be obtained by 

considering the expression for |  | , as given in (3-23). If the SGTxFB amplifier is perfectly 

matched to   , using (3-15) and (3-23), it is straightforward to prove that    is the geometric 

mean of   and   .  

 |  |   
(   ) 

    (    )    (    )
 (3-23) 

 |  |  √     (3-24) 

Equation (3-24) offers intuition on the impact of SGTxFB loading on the gain of a two-

stage amplifier.  Consider a two-stage amplifier, the first being (   )   stage followed by a 

     stage. The input admittance of     stage (    ) is designed to be wideband using 

transformer feedback in order to provide a wideband load to (   )   stage. The gain of 

the (   )   stage, {transconductance * load impedance}, is inversely proportional to     . 

However, from (3-24),    or the gain of     stage is directly proportional to √    . As a result, 

the cascaded-gain of the     and (   )   stage is only proportional to ( √    ⁄ ).   
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Noise Contributions 

To employ SGTxFB at the front-end of the receiver, the impact of transformer-feedback on the 

noise-performance must be considered. Two important noise contributors, thermal noise from the 

source resistance (  ̅    ) and transistor   (  ̅   ), are considered in this section. 

Assuming a driving-source with an input resistance   , noise power (     
 )  and a 

SGTxFB perfectly matched to the source resistance, it is straightforward to prove that the 

available noise power density is (     
  ⁄ ) [13]. Using the effective transconductance defined 

previously, the source-induced current-noise power density (  ̅    
 ) at the output of the 

SGTxFB amplifier is given by, 

   ̅    
     

      
 

 
 (3-25) 

To analyze the current-noise contributed by    (  ̅   ), consider the small-signal model in fig. 7. 

The source impedance of the driver-stage is modeled by the resistor   .  Due to transformer-

feedback, the thermal noise in the drain-current (    ) is coupled to the gate of the transistor. The 

resulting gate voltage-noise is amplified, inverted, and fed back to the drain. The drain-current 

noise and the current-noise fed back via SGTxFB are fully correlated. As a result the inverted 

phase of the two noise components suppresses the output noise contribution of   . Applying 

KCL and KVL, 

  
  

  
       (     ) (3-26) 

   ̅        (     )      (3-27) 
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   ̅       (     )       (3-28) 

With the help of (A.1), (A.2) and (3-26), it can be proven that (derived in the Appendix.III), 
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(3-29) 

 To validate (3-29), the output thermal-noise power density for test circuit TC1 is 

calculated and compared with the noise-simulation result. The results are shown in Fig. 3.8(b). 

At 12GHz, the output noise is modeled with an accuracy of ±5% of the simulation result.  

Noise Figure 

The noise figure (NF) of the SGTxFB amplifier is given by, 

       
  ̅   

 

  ̅    
  (3-30) 

Substituting, (3-25) and (3-29) in (3-30), 
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(3-31) 

For a circuit that is perfectly matched to the source resistance    (conductance   ),     is 

governed by (3-24). Thus, with a source noise power,      
          , and drain thermal 

noise current,     
          ,  
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 (   )
)
  

(3-32) 
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The noise figure of the SGTxFB is a function of    and the transformer 

parameters (   ). As a point of reference, consider a common-gate (CGA) and a resistor-

terminated common-source amplifier (CSA) with       (   ) and       (  

     ⁄ ), respectively. To highlight the noise contribution of the MOSFET, a noiseless resistor 

termination has been assumed in the CSA.  

In a CGA, the transistor     is uniquely specified by the admittance of the driving-

source, i.e.        ⁄ . For a power-matched circuit the minimum       is independent of    

and only a function of  . From (3-32) one observes that          for all values of (   ).  

For a resistively-terminated CSA,       is inversely proportional to    and therefore 

suffers from a noise-versus-power trade-off. In order to minimize the noise figure, the current 

must be maximized while maintaining power and linearity requirements. The SGTxFB relaxes 

this trade-off by introducing additional design variables (   ) via the feedback transformer. 

However, a qualitative comparison between the relative noise-performance of the CSA and the 

SGTxFB amplifier is difficult because    is also dependent on the choice of (   ). 

In summary, analytic closed-form expressions for the input admittance, quality factor, 

effective transconductance and noise figure have been derived in this section. As a test-vehicle to 

validate the results, the design of a three-stage SGTxFB based IF down-converter operating over 

a frequency range of 11 to 13 GHz is described next. The challenges involved in the design and 

physical-implementation of a multi-stage SGTxFB is presented in the following section.  
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3.5 Circuit Design 

IF-Amplifier 

The IF-amplifier (IFA) consists of two stagger-tuned SGTxFB amplifiers, IFA1 and 

IFA2. The circuit diagram of the IFA and mixer transconductance-stage is shown in Fig. 3.9. In 

this circuit, three transformers are included for bandwidth extension. The transformer-feedback 

network in IFA1 is designed to match the amplifier to the 50Ω impedance of the off-chip 

measurement circuitry. The overlay-transformer in the input-matching network (TR1) has a 

coupling coefficient of 0.7 and is formed using spiral inductors of 780pH (Q=14) and 2nH 

(Q=10). At the interface between IFA1 and IFA2, TR2 is designed to provide a wide bandwidth, 

high gain load for IFA1. From (3-20), it can be observed that to increase the input impedance of 

IFA2, the transformer turns ratio should be increased. Thus, TR2 and TR3 are 1-to-4 transformers 

to maximize the gain of IFA1 and IFA2. The simulated frequency-response of IFA1 and IFA2 

are shown in Fig. 3.10. The center-frequencies of IFA1 and IFA2 are tuned to 11 and 12GHz, 

respectively, to reduce the in-band gain variation. Furthermore, to mitigate the impact of the 

cascode-pole on the frequency response, transistor     and    are sized equally to allow a 

 

Fig. 3.9. Two-stage stagger-tuned IF-amplifier with SGTxFB driving the mixer transconductance. 
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shared-junction layout. The gain of each stage of the amplifier varies by less than 1dB over the 

2GHz of signal bandwidth. The two-stage IFA achieves a peak gain of 19.2dB while consuming 

20mA of current from a 0.9V supply. 

Theoretically, the gain of a generic N-stage amplifier can be increased by increasing the 

number of stages cascaded. However, in the case of the SGTxFB based IFA, cascading stages 

becomes challenging from the perspective of unwanted parasitic elements due to the rather 

complicated routing between transistors and transformers from stage to stage. This problem is 

better illustrated by drawing a parallel between transformer-coupled and transformer-feedback 

amplifiers. In the three-stage transformer-coupled amplifier shown in fig. 11(a), the output of 

stage 1 (drain of the amplifier) and the input of stage 2 (gate of the amplifier) are completely 

isolated by transformer TR1. A popular-technique to efficiently layout the cascaded 

configuration relies on using the transformer to route the output of one stage to the input of the 

next stage, hence the name transformer-coupled amplifiers [14][15]; this is shown in fig. 11(b),  

 

Fig. 3.10. Simulated frequency response of IFA1 and IFA2 
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with the transformers between the active devices. The parasitic routing from the amplifier and 

transformer can be tightly controlled and minimized. Conversely, in the SGTxFB amplifier, fig. 

11(c), both the primary and secondary of a given transformer must be routed to both the gate and 

source of one set of devices associated with a single stage. As a result, the standard layout from 

fig. 11(b) applied to SGTxFB results in a significant amount of extra routing and a high 

corresponding parasitic capacitance. An alternate approach, presented in this work, minimizes 

 

Fig. 3.11 Compact floor-plan for multiple transformer design (a) transformer-coupled circuit (b) 

layout of multiple transformer-coupled stages (c) transformer-feedback circuit (d) layout of multiple 

transformer-feedback stages 
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the routing between the active devices and the transformers by placing the MOSFET devices of 

each cascaded stage in a centralized cluster, fig. 11(d). All of the transformers are then wrapped 

around the clump of active devices, with the primary and secondary of each transformer oriented 

to facilitate transistor access. This compact layout for a cascaded SGTxFB optimizes the layout 

for minimal routing between stages; for example between IFA1, IFA2, and the mixer 

transconductance stage.  

IF-Mixer 

The output of the IFA is mixed with a 12 GHz I/Q LO signal and down-converted to 

baseband. The schematic of the IF-mixer is shown in fig. 12. Two transformers, TR3 and TR4, 

are included within the mixer for wideband down-conversion. The SGTxFB network using 

transformer TR3 at the interface, between the mixer transconductance-stage and IFA2 has been 

 

Fig. 3.12 Quadrature down-conversion IF-mixer 
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described earlier. The three-winding transformer (TR4) couples the output of the 

transconductance-stage into the switching stage [16]. TR4 performs two important functions.  

First, inductance L1 resonates with the drain-to-bulk capacitance of      and L2 resonates with 

the device capacitance of the switching transistors         . Secondly, the isolation provided by 

TR4 prevents the flow of DC current from      into the switching transistors, thereby reducing 

the flicker-noise contribution of the switch at the baseband output. In addition, isolating the DC-

current from the switching stage allows for a higher load-resistance RL and gain. 

The layout of the TR4 is shown in Fig. 3.13. An overlay transformer structure was used to 

increase the coupling between the inductor pairs L1, L2 and L1, L3. Compared to the switching 

 

Fig. 3.13  Layout of the three-winding transformer which couples the mixer transconductance to the 

switching stages. 
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stage, higher current flows through the transconductance stage, thus L1 has been implemented in 

an ultra-thick metal layer. L2 and L3 carry significantly lower switching current and have been 

implemented in the Aluminum passivation (AP) layer. 

Quadrature LO-Generation 

To simplify the measurement set-up, quadrature LO-signals for the mixer are generated 

on-chip using a single external 12GHz sinusoidal signal source. Several active [16] and passive 

[18]-[20] techniques for generating quadrature signals have been proposed in literature. Passive 

I/Q generation circuits including RC poly-phase filters and transmission-line (T-line) based 

branch-line and Lange couplers are more favorable. However, both T-line and RC-based filters 

are associated with significant design challenges. In cases where the C values are more than an 

order of magnitude higher than the layout parasitics, RC poly-phase filters are suitable for I/Q 

generation. In contrast, T-line based structures are better suited for frequencies above 60GHz; 

frequencies at which the physical dimensions of the T-line is sufficiently small to allow 

 

Fig. 3.14. Transformer-based lumped-element Lange coupler 
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implementation on-chip. At 12GHz, the RC poly-phase implementation is highly sensitive to 

parasitic routing capacitances, and the T-line based quadrature generation technique is area-

intensive. At the intersection of these two approaches, the lumped-element implementation of a 

T-line based I/Q generator is found to be the most optimal. 

Two important lumped-element coupler topologies are the branch-line and Lange coupler 

[20]. Branch-line couplers use only capacitive coupling, have narrower bandwidth, and require 

large area to ensure zero magnetic coupling between the inductors in the circuit. With the goal of 

optimizing area, a Lange-coupler has been implemented in this design. Lange-couplers use both 

capacitive and inductive coupling for the I/Q generation. However, to ensure the amplitude of the 

I and Q outputs are perfectly matched, a well-controlled magnetic coupling-coefficient (km) is 

required between the inductors. Values of km deviating from 0.707 increase the amplitude 

mismatch. The schematic for the Lange-coupler and balun is shown in Fig. 3.14. From EM 

 

Fig. 3.15. Chip micrograph 
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simulations, LO signals have quadrature accuracy within +/-0.5 degree and an amplitude 

mismatch of less than 0.8dB.  

3.5 Measurement Results and Comparison 

The chip [21] was fabricated in a six-metal layer 40nm CMOS process with a top level 

ultra-thick metal (UTM) layer. The die photo is shown in Fig. 3.15 and occupies an area of 1mm 

x 0.6mm (pads included). The three transformers used for SGTxFB, the three-winding 

transformer in the mixer, and the Lange-coupler based quadrature generator circuit are 

highlighted on the chip micrograph. On-chip wafer probing was done to measure the 

 

Fig. 3.16. (a) Input matching S11 (dB) (b) IF-section down-conversion gain 
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performance. A balun-probe provides a differential input signal; and a single-ended off-chip 

12GHz LO signal drives the I/Q generation circuitry. 

The chip consumes 30mA of current from a 0.9V supply. The input matching (S11) of 

the SGTxFB amplifier is shown in Fig. 3.16(a). The matching bandwidth (S11 < -10dB) is 

1GHz. The conversion-gain of the IF-section is plotted as a function of frequency in Fig. 3.16 

(b). The measured peak conversion gain is 27.6dB and the 3dB bandwidth is 2.1GHz. The center 

frequency of the IF-section is at 11.6GHz; a 400MHz offset from the desired frequency. The 

noise figure (NF) is measured using the test set-up shown in Fig. 3.17(a). Over the baseband 

signal bandwidth of 1.08GHz, the total NF variation is less than 0.8dB with a peak NF of 6.1dB 

and a minimum of 5.3dB. The linearity of the receiver is characterized by a two-tone test. The 

measured IIP3, with two tones at 10MHz offset from 12GHz, is -22dBm. 

 

Fig. 3.17 (a) noise figure measurement set-up (b) NF versus frequency 
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 The performance of the transformer-feedback based wideband receiver has been 

compared with high fBW K- , Ka-  band and 60-GHz direct-conversion receivers in Table I. The 

30% fBW UWB pulsed-radar proposed in [22] employs high-order LC bandpass filters for input 

and inter-stage matching. As a result, the two-stage LNA occupies an on-chip area of 0.93mm
2
 

(estimated from die micrograph), approximately 8x larger than the area consumed by the 3 

transformers TR1, TR2 and TR3 in Fig. 3.15. The two-stage, single-ended LNA presented in [22] 

uses shunt-peaking to achieve a fBW of 8%. In addition, the inductor-degenerated input 

matching-network results in narrow-band input power-match. [24] and [25] propose wideband 

amplifiers using capactively-coupled and magnetically coupled resonant tanks, respectively. 

While [24] achieves a gain, fBW and noise figure similar to this work, [25] achieves double the 

fBW. However, it is important to note that [25] only includes a single-stage LNA and has 9dB 

lower gain. Cascading multiple stages to enhance the gain would result in a reduction of the 

bandwidth.  

3.6 Conclusion 

Analytic expressions for the input-admittance, quality-factor and noise figure of SGTxFB 

amplifiers are derived as a function of design variables               . The impact of high and 

 

Fig. 3.18 Comparison with state-of-the-art 
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low   on the quality factor of the matching network is described. Using transformer-feedback 

based bandwidth extension techniques, a 16% fBW IF-section consisting of a two-stage stagger-

tuned IF-amplifier, a transformer-coupled quadrature mixer and a Lange-coupler is presented. 

The challenges associated with the layout in multi-stage SGTxFB are highlighted and a strategy 

for compact layout has been proposed.  

Appendix-3.1 

The primary and secondary transformer currents can be expressed as a function of    and    

using (3-6)-(3-9) to obtain (3-33) and (3-34), 

     
(  
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From (3-33) and (3-6), the relation between    and    can be expressed as, 
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Substituting (3-34) in (3-8), 
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Finally, substituting (3-35) in (3-36) to obtain (3-10) 

Appendix-3.2 

From (3-15), input-admittance of the SGTxFB amplifier at the resonant frequency    is, 
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 (3-37) 

Rearranging the terms in (3-37) and with   √    ⁄ ,  
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From (3-38), and {   
     (    )⁄ }   , it can be shown that, 
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(3-39) 

Appendix-3.3 

The output noise analysis is performed using the small-signal model shown in Fig. 3.7. The 

transformer current equations (3-33) and (3-34) are valid even for this model. Substituting (3-33) 

in (3-26), 

   ̅        (     )   
(  

 
     )

   (    )
 (3-40) 

At      , with the help of (3-11) in (3-40) can be simplified to, 



 

59 

 

     
  ̅        (    )

  
 
 

 (3-41) 

Next, from (3-26) and (3-34), 
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Using        ⁄ , the terms in (3-42) can be re-arranged to express    as a function of   . 

Again, using (3-11), it can be shown that 
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Now, with the help of (3-29), (3-41), and (3-43),    ̅   is expressed as a function of    ̅   

only in (3-46). Since the SGTxFB amplifier is perfectly matched to the source resistor   , using 

  (  ) from (3-15), it can be shown that, 
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Finally, to compute the noise-power  
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4 BAND-PASS DISTRIBUTED-AMPLIFIER  

Practical amplifying devices are fundamentally bound by a finite gain-bandwidth 

product. Using the MOS transistor as an example, doubling the width of the device to increase 

the transconductance is invariably accompanied with a proportional increase in the gate-to-

source and the drain-to-bulk capacitance. The increase in capacitance at the input and output 

nodes results in a bandwidth reduction. The distributed amplifier (DA) topology, originally 

described in a british patent disclosure by Percival [1] in 1938, is a technique to relax this gain-

bandwidth constraint. In a DA topology the gain stages are connected such that the capacitances 

are isolated while the output currents add in-phase. Over the decades, this technique has been 

applied for wideband amplifier design in vacuum-tube [2], bipolar and CMOS [3] technologies. 

Not surprisingly, one of the earliest millimeter-wave CMOS circuits, reported at the ISSCC 2004 

[4], was a DA.  

The distributed-amplifier (DA) topology has been extensively applied in systems that require 

signal amplification starting from DC to several tens of giga-hertz. For wireline and optical 

applications, for example, to compensate for signal loss during long-distance transmission using 

optical-fibers transmission, high bandwidth DAs have been demonstrated in [4][6].  However, in 

wireless transceivers, where signal amplification beyond the desired channel is detrimental rather 

than beneficial, DA based circuits have not been applied. Front-end circuits for narrow-band 

cellular and wireless standards circuits are narrow-band and require off-chip filters with a high-

quality factor to reject out-of-band blockers and image signals. In contrast, the receiver 

architecture proposed in Chapter-1 is unique in that it requires an intermediate frequency (IF) 

amplifier with an fBW in excess of 50%. In this chapter we explore techniques to extend the 
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principles of LPDAs for band-pass signal amplification over a wide frequency-range in 

integrated radio transceivers. 

The biggest barrier to the practical implementation of an integrated DA is the large area 

associated with multiple on-chip spiral-inductors or transmission-lines. The limitations of a 

canonical band-pass distributed amplifier (BPDA) structure derived using standard filter 

transformations will described in section 4.2. In section 4.3, a methodology to apply dual mirror-

symmetric Norton transformations on the canonical BPDA to derive a more compact BPDA 

while preserving the frequency response characteristics is presented. A detailed description of a 

prototype BPDA test-chip implemented in a 40nm CMOS process is presented in Section 4.4. 

Finally, the measured results and a comparison with prior-art are presented in Section 4.5. 

4.1 Canonical form of a BPDA 

The LPDA is comprised of two low-pass filters (LPFs); the first at the input node and the 

second at the output node. A simplified schematic of an LPDA with two third-order LPFs is 

 

Fig. 4.1. (a) Canonical form of the LPDA and BPDA (b) Low-pass to band-pass filter transformation. 
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shown in Fig. 4.1(a). The gain-cells have been approximated by ideal voltage-controlled current-

source or trans-conductance G1 and G2. In a BPDA, each low-pass filter of the LPDA is replaced 

by a band-pass filter.  

A BPF can be derived from an LPF using the filter transformation shown in Fig. 4.1(b). 

Each series inductor L is replaced by a series L-C and each shunt capacitor C by a shunt L-C. 

The resulting canonical implementation of the BPDA is shown in Fig. 4.2. The biggest drawback 

in this particular implementation of a BPDA is the increase in the number of the inductors. If we 

start with an LPDA with N inductors, the number of inductors in the canonical-BPDA is 2N+1; 

thereby exacerbating the area-challenges which plague all LPDA designs. However, a more 

subtle, but equally important, drawback in canonical BPDA is related to the scaling of inductive 

components (L1, L2 and L3) as a function of bandwidth (BW) and center frequency (  ). To 

illustrate these drawbacks, the procedure to design an LPDA and BPDA is described next.     

For the sake of simplicity, we again return to the third-order LPDA of Fig. 4.1(a). The 

circuit comprises of two ideal trans-conductance cells G1 and G2. Gain-cell G1 has (equal) input 

and output capacitance of C1. Similarly, the gain-cell G2 has an input and output capacitance of 

 

Fig. 4.2. Canonical form of the BPDA 
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C2. A series inductor L2 separates the gain-cells (and by extension, the input and output 

capacitances) to form two low-pass C-L-C filters, one at that input and other at the output of the 

LPDA. The bandwidth of the DA is a determined by the bandwidth of the C-L-C filter. 

Fortunately, there exists a well-documented [7] algorithmic approach to select component values 

for the desired bandwidth and transfer function. As an example, a filter-coefficients table for 

obtaining a Butterworth filter response (up to the eight-order) is shown in Table 4.1. In this table, 

K corresponds to the order of the filter and gk the normalized filter component values. Using Fig. 

4.1(a) as a reference, for N=3 the filter coefficients g1=1, g2=2 and g3=1 map to C1, L2 and C3, 

respectively.  The coefficient values are normalized to a unit termination impedance and a unit 

bandwidth. To design a filter with a termination impedance of 50-ohms and a bandwidth   , 

the component values are  

Table 4.1. Element values for maximally flat low-pass filter prototype (go = 1, ωC = 1, K = 1 to 8) 

K g1 g2 g3 g4 g5 g6 g7 g8 g9 

1 2.0000 1.0000        

2 1.4142 1.4142 1.0000       

3 1.0000 2.0000 1.0000 1.0000      

4 0.7654 1.8478 1.8478 0.7654 1.0000     

5 0.6180 1.6180 2.0000 1.6180 0.6180 1.0000    

6 0.5176 1.4142 1.9318 1.9318 1.4142 0.5176 1.0000   

7 0.4450 1.2470 1.8019 2.0000 1.8019 1.2470 0.4450 1.0000  

8 0.3902 1.1111 1.6629 1.9615 1.9615 1.6629 1.1111 0.3902 1.0000 
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From (4-3) it can be observed that as the     specification of the filter increases, the 

value of inductor    decreases. Therefore, from an area perspective, as the    of the LPDA 

increases, the area of the circuit reduces. 

Also, from (4-2) and (4-4), it is interesting to note that the    increase is accompanied 

by a reduction in the value of capacitors   and   . As described previously, the basic idea of a 

‘distributed-amplification’ is to absorb the input and output capacitances of the gain cell into the 

low-pass C-L-C filter. Assuming a gain-cell implemented using MOS or BJT, the input/output 

capacitance is directly proportional to the trans-conductance of the device. Thus, an increase 

in    translates into a smaller transistor and a lower-gain from the DA.  

The BPDA in Fig. 4.2 consists of capacitors (C1, C2, C3) and inductors (L1, L2, L3). For, 

three among these six components (C1, L2, C3) the equations (4-1) to (4-5) are applicable. 

Therefore, the aforementioned BW scalability of the L and C values is equally applicable in the 

case of a BPDA design. In addition, it is important to note that L2 is independent of   . 

Therefore, as the center-frequency of the BPDA increases the inductor L2 operates closer to its 
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self-resonance frequency (SRF). The three additional components of the BPDA (L1, C2, L3) can 

be shown to be, 

    
          

  
 

 
(4-6) 

    
  

       
      

 
(4-7) 

    
          

  
 

 
(4-8) 

From (4-7) the shunt inductance L1 is inversely proportional to    
 ⁄ , but directly 

proportional to the target BW. Thus, for a given center-frequency, the shunt-inductor L1 operates 

closer to its SRF as the BW increases. 

In summary, at millimeter-wave frequencies, the SRF of the inductors L1,2 ultimately 

limits    and the BW achievable for a BPDA implementation. In the next section, we will 

describe how Norton transformations can be applied to substantially reduce the value of the 

series inductances required. 

4.3 Norton Transformation 

The basic idea of a Norton transform (NT) is illustrated in Fig. 4.3. The series floating 

inductance    is replaced with an electrical equivalent circuit using the inductors 

 

Fig. 4.3. Norton transformation of a series floating inductor 
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labeled  (   )⁄ ,   ⁄ ,    (   ) ⁄ , and a single      transformer. Although at first glance 

the NT appears to increase the number of inductors in the circuit, a component reduction may be 

found by setting N equal to 2.  The presence of an effective negative inductance  (   ) ⁄  can 

be exploited to further reduce the number of inductors in the BPDA. Starting with the BPF 

canonical form, shown in Fig. 4.4, component reduction may be found by setting N equal to 2. 

Inductor    is first split into two equal valued series inductors and placed symmetrically about 

capacitance   . Next, the left most     ⁄  inductor is futher split into two inductances,      and 

      ⁄    . Applying an NT on the series inductor     (   ), results in an effective 

 

Fig. 4.4. Derivation of the compact-area bandpass filter from the canonical bandpass filter 

through the application of mirror-symmetric dual Norton-transforms. 
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negative inductance,       in parallel with a shunt inductor,    ; note            is an open 

circuit, effectively eliminating both inductors. The NT also introduces a 1:2 transformer    .  

The same process is repeated by replacing the second half-inductance     ⁄  with    

and     . The synthesis continues by reflecting the two residual series inductances,     and 

capacitance,   , across the windings of tranformer     . This scales the required value of inductor 

   by (  ⁄ ) . Finally, the residual transformers      and       produced by the mirror-symmetric 

NTs, now appear in cascade, and have equal turns ratios of     and     respectively, which 

effectively neutralize (eliminates) one another. In summary, inductor    in the canonical form of 

the bandpass filter is reduced to two series inductances of   (   ⁄ )        ⁄  after recursive 

transformations are applied; a minimum reduction of 75% (   )in the value of    . The shunt-

inductor inductor      is split into two equal halves along the series and shunt signal paths. 

 

Fig. 4.5. Input and output impedances of the gain-cells 
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4.4 Gain-cell design 

The preceding discussion assumes that the gain-cells only present a capacitive load on the 

LC band-pass filter. However, the input impedance of gain-cells implemented using MOS or 

BJT trans-conductors has a significant resistive component as well. Fig. 4.5 shows a simplified 

model of a BPDA in which the input and output resistances of the gain-cells are highlighted. 

Gain-cell A has an input impedance RiA || CiA, and an output impedance RoA || CoA. Similarly, 

gain-cell B has an input impedance RiB || CiB, and an output impedance RoB || CoB. The following 

constraints can be placed on the gain-cells. 

 The input capacitors (CiA, CiB) and output capacitors (CiA, CiB) load the input and output 

band-pass filters, respectively. Therefore, these capacitance values have to be lower than 

the upper-limit specified by (4-2) and (4-4).  

 The input resistance of cell-B (RiB) is in shunt with the termination resistance on the input 

BPF. Therefore, the designer has the flexibility to choose large size devices to achieve a 

high-gain at the expense of a reduced RiB. The value of the termination resistance can be 

chosen in conjuction with RiB to ensure a good 50-ohm termination.  

 Similar to RiB, the output resistance of the cell-A (RoA) can be low if necessary because it 

appears in parallel with the output termination resistance 

 Cell-A (RiA) is directly driven by the external 50-ohm source. Therefore, the input 

resistance of cell-A (RiB) must be high.  

 Similar to RiA, the output impedance of Cell-B must be high.  

4.5 Implementation 

The circuit diagram of the BPDA is shown in Fig. 4.6. For the sake of clarity only the 

input (gate) BPF is shown explicitly in Fig. 4.6; the output (drain) BPF is identical in structure. 
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The BPDA reported in this work consists of two doubly-terminated band-pass filters; each filter 

has a Butterworth-filter response. Through the application of Norton transforms, the inductance 

values of L1=180pH and L2=800pH in the canonical structure are reduced to 90pH, 90pH, and 

55pH, respectively. The 800pH series inductor has been reduced to two inductances of 55pH 

each. The band-pass section is now realized as two symmetric T-sections; highlighted in Fig. 4.4. 

Thus, although the Norton transform (NT) appears to increase the number of inductors in the 

circuit, the value of these inductors are at least an order of magnitude lower. In addition to the 

size advantage, it is noteworthy to mention the 55pH inductor will have a significantly higher 

SRF as compared to an 800pH inductor, further ensuring proper operation at mm-wave 

frequencies.   

 

Fig. 4.6. Circuit diagram of the BPDA 
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Although reducing the BPDA inductance values to as low as 55pH provides a significant 

area advantage, it makes the transfer function more sensitive to routing-dependent parasitic 

inductance and capacitance. To alleviate this concern, the scaled inductor    ⁄  is realized as a 

coplanar waveguide (CPW) and used as routing between two symmetric T-sections in the 

simplified BPDA structure, Fig. 4.6. The series and shunt inductors     ⁄  are implemented as 

 

Fig. 4.7. Chip Micrograph for the BPDA 
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half-turn spiral inductors to eliminate additional routing to the supply and bias pads, Fig. 4.6. To 

account for stray parasitic capacitance and mutual magnetic-coupling, the three inductors in each 

T-section were modeled and simulated as a single, three-port passive structure.  

The design of the gain-cell is based on the criteria specified in section 4.4. For gain cell-

A, the output impedance can be low but the input impedance has to be high; therefore, a 

common-source trans-conductance stage with length of 40um and width of 64um was selected. 

cell-A has an Rin=350Ω and low Rout= 50Ω. For gain-cell B, the input impedance can be low but 

the output impedance has to be high; therefore a cascade device was selected. The cascode gain-

cell B has an Rin=140Ω and a high Rout=300Ω. Both cells consume a current of 17mA from a 1V 

supply.  

4.5 Measurement Results 

The die photograph of the prototype mm-wave receiver chip fabricated in a TSMC 40nm 

CMOS process is shown in Fig. 4.7. The BEOL consists of a 6 metal stack with 1 ultra-thick 

 

Fig. 4.8. Setup for BPDA S-Parameter measurement 
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metal (UTM) and 1 aluminum passivation layer (AP). The 3.5um thick UTM is the top-most 

copper layer 2.3775um above the surface of the substrate. The compact core DA occupies an 

area of less than 0.5mm x 0.3mm.  

 The chip was characterized using Cascade’s 12000AP Summit on-wafer probe station. 

The DC-supply is brought on chip using a 3-pin Z-probe on the north-end. The gate bias voltages 

are brought on-chip through a Z-probe from the south-side. The millimeter-wave input and 

output are brought on-chip using GSG probes on the west and east-side, respectively.  

Measurements were performed using Agilent’s N5247A PNA-X. For accurate S-

parameter measurements, a two-port SOLT calibration was done on the Impedance Standard 

Substrate (ISS). For linearity metrics, such as IIP3 and P1dB, which require accurate power 

measurement, power-calibration was performed up to the end of the cables. The millimeter-wave 

 

Fig. 4.9. Measured S-parameters 
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input and output were provided through 67-GHz GSG Cascade infinity probes, and all the 

instruments were interconnected using 1.85mm high-frequency co-axial cables.  

The test setup for S-parameter and linearity measurements is shown in Fig. 4.8. Only a 

single-probe has been shown in the diagram for the sake of clarity. The measured S-parameters 

of the BPDA are plotted in Fig. 4.9. The S11 and S22 are less than 10dB across a frequency range 

of 26.8GHz-to-54GHz, and 24.8GHz-to-55GHz, respectively. The peak-gain of the amplifier is 

7dB with a 3-dB pass-band from 24GHz to 54GHz; a BW of 30GHz, or an fBW of 77%. The 

total in-band gain-variation is 2dB.  

The noise-figure is measured using Agilent’s 346CK01 noise-source and Agilent’s 

N8975A 26.5 GHz noise-figure analyzer (NFA). The NC5115 is a 1.85mm co-axial calibrated 

noise-source operating over a bandwidth of 10MHz-50GHz. The output frequency of the BPDA, 

26-to-56 GHz, lies outside the measurement range of the NFA. Thus, an external down-

 

Fig. 4.10. Setup for BPDA noise characterization using the N8975A noise-figure analyzer 
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conversion is required to bring the output noise of the NFA within the measurement band of the 

NFA.  

The NF of the receiver is measured using the Y-factor method. The block diagram of the 

test setup is shown in Fig. 4.10. A 0/28V pulse-source inside the NFA drives the millimeter 

noise-source into cold/hot state. The output of the BPDA drives Marki Microwave’s M9-0950 

wideband passive mixer. To compensate for the 10dB in-band conversion loss of the mixer, the 

signal is provided 20dB of amplification using HDCom’s HD30055 6-18GHz low noise 

amplifier. The output of the amplifier is measured by the NFA. Using two measured data-points, 

power in the hot state and power in the cold-state, and the effective noise-ratio (ENR) of the 

noise-source, the NF is calculated. This process is repeated at each frequency step. The variation 

in NF as a function of frequency is plotted in Fig. 4.11. The minimum NF is 3.9dB. The NF 

remains less than 6.2dB over the frequency range of 24 to 54 GHz.  

 

Fig. 4.11. Compression-point, group-delay, and IIP3 characterization versus frequency 
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To characterize the wideband linearity of the BPDA, the compression-point and intercept 

point were measured across frequency. The N5247A contains two internal signal-sources, 

thereby simplifying two-tone testing. The linearity measurement setup is identical to the one 

used for S-parameter measurement, Fig. 4.8. The minimum and maximum in-band output 1dB 

compression points are -0.5dBm and 2dBm, respectively. The minimum in-band IIP3 for a 

100MHz tone-spacing is 11dBm. As shown in Fig. 4.11, the in-band group-delay varies between 

20ps and 55ps over the frequency-range of interest. 

Table 4.2 Comparison and performance summary for the BPDA 
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The performance of the BPDA is summarized in Table 4.2. The CMOS BPDA reported 

in this work achieves a higher fBW, while consuming the lowest silicon area, in comparison to 

prior implementation in both bipolar and BiCMOS technologies. 

4.6 Conclusions 

Design paradigms for LPDA were extended for bandpass signal amplification. The 

limitations of the canonical BPDA were discussed. A technique to design small form-factor 

bandpass distributed amplifiers using dual mirror-symmetric Norton transformations was 

described in this chapter. In a 50-ohm input/output environment, the prototype test chip 

demonstrated a peak-gain of 7dB, an in-band ripple of 2dB, and finally a3dB bandwidth greater 

than 77%, while consuming a core area of 0.15mm
2
 only.  

 Ultra-wideband communication systems provide a steady stream of opportunities for single-chip 

mm-wave electronics. Potential applications for the BPDA described in this chapter include automotive-

radar systems (22-29 GHz), phase-array systems for satellite communication in the Ka (26.5 GHz) and Q-

band (30-50 GHz). The 77% fBW CMOS BPDA covers both the Ka-band and the Q-band. 
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5 ULTRA-WIDEBAND MILLIMETER-WAVE RECEIVER 

The high-frequency performance of integrated circuits is primarily limited by the intrinsic 

and extrinsic parasitic capacitances of the amplifying device. As the frequency of interest 

increases, the impedance presented by the parasitic capacitance reduces and eventually short-

circuits the entire signal current to ground. However, completely eliminating these capacitances 

is not feasible because they are inherent to the device operation (in CMOS and bipolar 

transistors). Therefore, to extend the frequency-range of integrated-circuits it is common to use a 

single shunt inductor to ‘tune’ the amplifier to operate at the desired center frequency. An 

amplifier, with a parasitic capacitor C, can be loaded with an inductor L such that L||C appears as 

a perfect open circuit at a tuned frequency. The resulting second-order L-C based load has been 

extensively used for narrow-band tuned amplifier design at both RF and mm-wave frequency 

bands. In this chapter, the properties of second-order networks which restrict efficient wideband 

circuit design are explored. It will be shown that higher-order load networks, formed using 

multiple reactive elements, can overcome the limitations of second-order load networks. To 

avoid the area-penalty of additional inductors, techniques to synthesize higher-order loads by 

coupling two resonant tanks are analyzed.  This analysis leads to a ’gain-equalized’ transformer 

load, in which electrical and magnetic coupling is introduced between two resonant tanks to 

achieve wideband operation. Chapter-4 describes the design of a 77% fBW single-ended BPDA 

for wideband signal amplification using a third-order LC load. In contrast, in this chapter we will 

use coupled resonant-loads to design a complete ultra-wideband differential heterodyne receiver.  
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5.1 Second-order resonant tanks  

First, a brief review of the important design constraints in an ideal amplifier loaded with a 

parallel R-L-C load are presented. An ideal amplifier is defined as a transconductor with infinite 

output-impedance and zero output capacitance. Next, the impact of finite-Q inductor, driver-

amplifier output capacitance, and load-amplifier amplifier input capacitance are included into the 

model. 

Case-1: Amplifier with no output capacitance, and inductor with infinite quality-factor 

With an ideal trans-conductor driving an R-L-C tank, shown in Fig. 5.1, the input-output 

transfer-function  ( ) has the canonical-form of a second-order bandpass filter is, 

  ( )  
    ( )

   ( )
    ( )     

 
 
  

    
 
   

 
  

   

  

  

   
  

     
 
 

(5-1) 

  In this dimensionless transfer function    and Q are called the natural ‘resonant’ 

frequency and quality-factor, respectively.  

     √  ⁄  (5-2) 

 

Fig. 5.1. Ideal amplifier with second-order R-L-C tank 
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    √  ⁄  (5-3) 

 From (5-1) it can be shown that load impedance  ( ) is a function of the frequency, and  

  ( )  
 

√ 
        

 

   
 

(5-4) 

Thus, for an R-L-C load driven by an ideal voltage-controlled-current-source (vccs) with 

a transconductance gm, the two key amplifier specifications - the peak voltage-gain at     and 3-

dB bandwidth - are, 

        (5-5) 
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)  (   

 

   
)  

 

  
 

  

 
 

(5-6) 

Two important results emerge from (5-5) and (5-6). First, from (5-5), for a fixed    the 

only way to increase the peak gain     is by increasing R. However, the increase in R results in 

an increase in the Q, and therefore, from (5-6), a reduction in the     . 

Second, for the ideal circuit considered in Case-1, the gain-bandwidth product is equal 

to (    ⁄ ). Thus, for a fixed    and L, the gain-bandwidth product can be increased indefinitely 

by increasing     of the amplifying device. Unfortunately, this result does not hold true in real 

tuned amplifiers. The second-order effects that must be considered to understand the limitation 

of the L-C load are described next.  

Case-2: Amplifier with output capacitance CD, load capacitance CL, and inductor with 

quality-factor QL  
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In the above analysis the capacitance C and the resistance R are considered independent 

parameters. However, in integrated tuned amplifiers (a) R is a function of the finite quality-factor 

of the inductor (b) C depends on the output capacitance    and input capacitance    of the driver 

and load amplifiers. 

         (5-7) 

     
          (5-8) 

For the circuit in Fig. 5.2,  

    
 

√ (     )
 

(5-9) 

      (5-10) 

             (5-11) 

Now, to study the impact of increasing the amplifier trans-conductance on the gain of the 

amplifying device, consider the two circuits shown in Fig. 5.3. In Fig. 5.3(a), the amplifier has a 

 

Fig. 5.2. Cascaded amplifier with R-L-C load 
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trans-conductance   , gain     and a fractional bandwidth of    ⁄ . In Fig. 5.3(b), the trans-

conductance of the driver amplifier is scaled-up by a factor α. In a common-source amplifier this 

could be implemented by increasing the (W/L) aspect-ratio of the transistor while keeping the 

bias conditions fixed. The key point here is that the increase is the amplifier trans-conductance is 

accompanied by a proportional increase in the output capacitance to    . In lieu of the increased 

output capacitance, to maintain the resonant frequency, the inductor L has to scale down to L’,  

     
 

 (   )   
 

(5-12) 

where     (     )⁄  is the ratio of the load capacitance to the total capacitance. The gain of 

the amplifier in Fig. 5.3(b) can be shown to be, 

     
 

 (   )   
         

 

 (   )   
     

(5-13) 

Thus, for a circuit designed to operate at a fixed     and   , the benefit of increasing the 

trans-conductance of the amplifier is offset by a reduction in L. In other terms, the gain-

bandwidth product cannot be indefinitely increased by burning more current (higher gm).  

From (5-11) and (5-13), the relative increase in the voltage-gain, 

 
   

   
 

 

 (   )   
  (5-14) 

The variation in       ⁄  as a function of   is plotted in Fig. 5.3. It can be seen that as   

reduces, or the driving capacitance becomes a bigger factor of the total load capacitance, there 

are diminishing returns in terms of increasing the total gain by burning more power in the 

amplifier.  
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In summary, a second-order LC load constrains the amplifier to have a single-peak 

frequency response, resulting in the bandwidth which is tightly coupled to the Q of the load 

network. Higher-order resonant tanks break the strong dependence of bandwidth on Q by 

introducing multiple resonant peaks in the frequency response. In contrast to a second-order 

tank, a higher-order tank can control the location of the resonant peaks, thus enabling bandwidth 

extension. However, higher-order loads require additional inductors, which not only will incur 

additional losses, but also increase the chip area. Techniques to generate higher-order resonant 

loads, without incurring the cost of additional inductors, will be described in the next section.  

 

 

Fig. 5.3. (a) Gain (   ) of transistor amplifier with transconductance gm, and R-L-C load (b) Gain 

(   ) of transistor amplifier with transconductance αgm. Value of inductor scaled down to maintain a 

fixed resonance frequency. (c) Plot of       ⁄  as a function of scaling-factor α 

 



 

89 

 

5.2 Coupled Resonant tanks 

Consider the driver amplifier (Dr) with output capacitance      and load amplifier (Ld) 

with input capacitance     , shown in Fig. 5.4. In Fig. 5.4(a), the total capacitance on the 

 

Fig. 5.4 Dr – Driver Amplifier, Ld - Load Amplifier. (a) Single inductor to resonant capacitor      

or, and load capacitor      (b) Load  resonant tanks separated by a large DC-Block capacitor     

(c)  coupled by series resonant tank    and    (d) coupled by series-capacitor    (e) coupled by 

mutual-inductor   (f) coupled by   and    (gain-equalized transformer)   
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output-node    is resonated at the operating frequency (  ) by a single inductor   ⁄ . The 

inductor (  ⁄ ) and capacitor(  ) form a second-order network; therefore the only way to 

increase the bandwidth is by reducing the Q of the inductor. Another drawback of this topology 

is the absence of a DC-block in series with the signal-path. As a result, the DC voltage at the 

output of Dr (nominally the supply-voltage) has to be equal to the bias-voltage of the Ld stage.  

To block the DC-signal a large DC-block capacitor     , shown in Fig. 5.4(b). could be used. 

However,      also results in unwanted signal attenuation in the signal-path. To minimize the 

signal attenuation,      must be at least ten times larger than the load-capacitance. This, in turn, 

compromises the mm-wave circuit performance because the Q and self-resonance frequency of 

large capacitors.  

Fig. 5.4(c) describes an amplifier configuration in which the two resonant-tanks are coupled 

with a series-resonant circuit comprised of    and   . The resulting load network bears a striking 

resemblance to the canonical band-pass filter discussed in Chapter-4. Thus, the algorithmic 

design approach (using the filter-coefficient table such as the one described in Table 4.1) can be 

applied to synthesize the desired frequency response and select appropriate L and C values. The 

major drawback of this circuit is the need for the additional inductor    and the resulting area 

penalty. 

It is possible to generate a higher-order frequency response without adding an explicit 

inductor. Three techniques are described in Fig. 5.4 (d), (e), and (f). The goal in these structures 

is to approximate the higher-order system of Fig. 5.4 (c) by introducing a coupling mechanism 

between the resonant tanks. In magnetically-coupled tanks (Fig. 5.4 (d)) the interaction between 

the magnetic-flux of two closely placed inductors results in a mutual inductance  . In 



 

91 

 

capacitive-coupling, two magnetically-isolated tanks are electrically-coupled with an explicit 

capacitance   . Finally, in Fig. 5.4(f), the load network utilizes both magnetic, and electrical 

coupling for synthesizing a higher-order response.    

In this section, we will describe higher-order loads generated by coupling two second-order 

systems. We discuss three coupled structures, 

 Magnetically-coupled resonant tanks 

 Capacitively-coupled resonant tanks 

 Magnetically and capacitively coupled resonant tanks (gain-equalized) 

For each structure, the parameter of interest is the trans-resistance Z, where Z is the ratio of 

the output-voltage to the input-current.  

Magnetically-coupled resonant tanks 

The circuit-diagram of two magnetically-coupled resonant tanks is shown in Fig. 5.5. Each 

resonant tank comprises of an inductor   and capacitor  . The finite quality-factor   of the 

inductor is modeled by a series resistance  . The resonant-frequency of the LC-tank is    

  √  ⁄ . From a node-analysis perspective, this circuit can be modeled using 7 

variables                     and     and therefore, requires 6 equations to solve for         . 

 

Fig. 5.5 Magnetically coupled resonant tanks 
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By applying KVL and KCL to the circuit in Fig. 5.5, equations (5-15) to (5-20) can be 

derived, 

                    

 

(5-15) 

                    

 

(5-16) 

 
          

 

  
 

(5-17) 

             

 

(5-18) 

             (5-19) 

           

 

(5-20) 

 The detailed description of the steps to derive the trans-resistance is provided in 

Appendix-5.1. While the sequence of steps to solve the series of linear-equations is cumbersome, 

the final solution is remarkably simple. 
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Equation (5-21) can also be expressed in the canonical form,  
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Where, 
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Thus, magnetically-coupling two second-order  tank with a self-resonant frequency   , 

and quality-factor  , results in a higher-order load which exhibits a trans-resistance with two 

natural resonant frequencies,     and    . From (5-22) and (5-24), the trans-resistance of the 

circuit at       can be expressed as, 
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 Under the assumption that Q > 1, | (  )     
| can be further simplified to, 
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(5-29) 

 

Similarly, it can be shown that, 
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While it has been mathematically proven that the trans-resistance of magnetically-

coupled tanks at the natural resonance frequencies are given by (5-29) and (5-30), a more 

intuitive interpretation follows by considering the terms    and    defined in (5-26) and (5-27).  

Due to the mutual-inductance   (=   ) induced by magnetic-coupling, the effective-inductance 

of the load increases from   to        (    ). Therefore, assuming a fixed series loss-

resistance  , the quality-factor of the load has increased. At    , it is straightforward to prove 

the effective quality-factor is given by,  
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The effective parallel load resistance due to a single LC tank at the frequency     can be 

computed using the standard series-to-parallel impedance transformation,   

      (    
 )      

   

 

(5-32) 

 

Finally, since there are two LC-resonant tanks, the effective trans-resistance is the 

parallel-combination of two resistance of value     to obtain,  
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The results obtained by this more intuitive approach, (5-33) and (5-34), agree well with 

the more rigorous mathematical results derived in (5-29) and (5-30). 

Peak splitting in magnetically-coupled resonant-tanks is achieved by increasing the 

mutual-inductance or magnetic-coupling coefficient (  ) between the resonant-tanks. However, 

from (5-29) and (5-30), | (  )     
| and | (  )     

| are equal if and only if     . Thus, 

peak-splitting based solely on magnetic-coupling exhibits an inherent amplitude mismatch. 

Electrically-coupled resonant tanks 

 In the previous section, the trans-resistance of magnetically coupled resonant tanks was 

computed by solving KVL and KCL equations. While the nodal-analysis approach can also be 

applied on the electrically-coupled tanks, (shown in Fig. 5.6) for this circuit the analysis can be 

simplified by using two-port parameters instead. For a two-port network characterized by   

[                ], the trans-resistance is given by, 

 

Fig. 5.6 Electrically-coupled resonant tanks 
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The Y-parameters of a network shown in Fig. 5.6, two parallel LC resonant tanks coupled 

with a capacitance   , can be shown to be, 
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Using, equations (5-35) to (5-39), the trans-resistance of the electrically-coupled resonant 

tanks can be shown to be, 
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Equation (5-40) can also be expressed in the canonical form,  
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(5-41) 

 

Thus, the electrically-coupled tank exhibits a trans-resistance with two natural resonant 

frequencies,     and    , and associated quality-factors    and   , where 
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The spacing between the two resonant-peaks can be increased by increasing the value of 

the coupling capacitance   .  In contrast to the magnetically coupled tank which changes the 

location of both the poles     and    , electric-coupling only moves the location of    , 

while     remains fixed.   

Starting from (5-40), and using (5-42) and (5-45), the trans-resistance at     can be 

shown to be, 
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(5-46) 

 

It is interesting to note that in terms of the parameter   , the trans-resistance of the 

electrically-coupled tank in (5-46) is identical to the magnetically coupled tank. Substituting 

(5-45) in (5-46) the trans-resistance at the natural resonant frequency     can be expressed as, 
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Similarly it can be shown that,  

 
 | (  )     

|   
 

 
  

    
 

 
 
 

 

 

 
 

(5-48) 

 

From, (5-42) and (5-43) it can be seen that the spacing between the resonant peak 

frequency is a function of the coupling capacitance   . As    increases, the frequency     

remains fixed; however     reduces. However, (5-47) and (5-48) indicate that equal trans-

resistance at     and     can be achieved only when     . Thus, similar to magnetically-

coupled resonant-tanks, peak-splitting based solely on electric-coupling exhibits an inherent 

amplitude mismatch.  

 

Fig. 5.7 Trans-resistance of a magnetically-coupled (MC), and electrically-coupled (CC) resonant 

tanks 
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The fundamental limitation of magnetically-coupled and electrically-coupled is that in 

both cases the trans-resistance and the resonant-peak frequencies are controlled by a single 

design variable. To obtain equal the trans-resistance at the two resonant-peaks frequencies a 

gain-equalized transformer is described in the next section. 

Electrically and magnetically coupled resonant tanks 

As described previously, the root cause for the inherent amplitude mismatch in 

magnetically/electrically-coupled resonant tanks is the dependence on a single coupling variable; 

   (magnetically-coupling coefficient) or    (electrical-coupling coefficient) where  

 
    {    

  

     
}    

(5-49) 

 

To overcome this limitation, the authors of [5] explored ways to to introduce both 

electrical and magnetic coupling between the resonant tanks. The resulting ‘gain-equalized 

transformer’ has two independent design parameters,    and   . A formal analysis of how to 

select    and    to equalize the trans-resistance at the resonant-frequencies will be described 

 

Fig. 5.8 Electric and magnetically coupled resonant tank 
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next.  Similar to the EC-resonant tank, Y-parameters will be used to compute the trans-resistance 

of the gain-equalized transformer. The Y-parameters for the circuit shown in Fig. 5.8 are, 
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From (5-35), (5-50) and (5-51) the trans-resistance of the gain-equalized transformer is,  
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(5-52) 

 

It is clear that the due to the increase in the design variables, the expressions for trans-

resistance are increasingly complicated. A good method to verify the validity of (5-52) is to 

analyze the expression at the two boundary conditions, 
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(5-54) 

 

Thus, in the limiting case (5-53) and (5-54) simplify to the expression for    ( ) 

and    ( ) given by (5-40) and (5-21), respectively. Equation (5-52) can also be expressed in 

the canonical form,  
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where, 
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Finally, using an analysis similar to electrically, magnetically-coupled tanks, the trans-

resistance at the natural resonant frequencies     and     can be shown to be, 
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Fig. 5.9.Trans-resistance of a gain-equalized transformer 
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From, (5-65) and (5-72), it can be shown that for a gain-equalized transformer the upper- 

and lower resonant peaks will be equal if         (     )⁄ .  
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Fig. 5.10. (a) Schematic of magnetically-coupled (MC) transformer (b) Schematic of gain-equalized 

(MC-CC) transformer (c) Comparison of the trans-resistance of circuit-a and circuit-b 
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An important point to note is that since    is bound between 0 and 1, equation (5-65) can 

only be satisfied when    is negative. In other terms, designers must be aware of the magnetic 

flux polarity when deciding how to connect the cross-coupling capacitor.  

To illustrate the advantages of the gain-equalized transformer over a standard 

magnetically coupled transformer, consider the circuits shown in Fig. 5.9(a) and (b). In both the 

circuits, the value and quality-factor of the inductor is the same. Moreover, the values of    

 

Fig. 5.11 HFSS model of the gain-equalized transformer 
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and    in each circuit (for circuit-a          and     , and for circuit-b         and 

       ) are selected to ensure the resonant-peak frequencies are equal. Circuit-b achieves a 

trans-resistance bandwidth of the 33GHz due to equalization of the trans-resistance, Fig. 5.9(c). 

Physical Implementation 

The gain-equalized transformers were characterized using a HFSS, a 3D electromagnetic 

(EM) simulator. The EM model used for the simulation is shown in Fig. 5.11. The primary and 

secondary windings of the transformer are designed in the two top metal layers. The mutual 

magnetic coupling between the windings of the lateral transformer is controlled by varying the 

degree of overlap. The cross-coupling capacitors are implemented using metal-oxide-metal 

(MOM) capacitors. To minimize the impact of process-variation, minimum sized capacitors have 

not been used. In addition each capacitor is surrounded by floating dummy capacitances to 

minimize abrupt metal density variation in the vicinity of the desired cross-coupling capacitors. 

The cross-coupling capacitors have been included within the EM model to improve the modeling 

accuracy. However, the dummy-capacitors have not been included to minimize the simulation 

time. 

5.3 Receiver architecture, modeling and design 

The ultra-wideband receiver proposed in this work utilizes multiple instances of the gain-

equalized transformer to achieve a broadband frequency response. The block-diagram of the 50-

67GHz receiver implemented in a 40nm CMOS process is shown in Fig. 5.12. The front-end is 

comprised of a three stage low-noise amplifier and a mm-wave mixer to down-convert the signal 

to a 30-to-47 GHz IF frequency. At IF, the signal is amplified by a two-stage IF-amplifier. The 

IF-amplifier drives an IF mixer which down-converts the signal to baseband. The LO-path 
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comprises of 20GHz and 40GHz LO-buffers to drive the mm-wave and IF-mixers, respectively. 

An important point to note is that the LO-frequency to the first mixer (FLO,RF) is lower than the 

LO-frequency to the second mixer (FLO,IF). As discussed in Chapter-2, if the receiver-architecture 

proposed in this work is used as the core element of a phased-array receiver with a large number 

of elements, the low FLO,RF can potentially reduce the total LO distribution power. In the 

prototype test-chip, a single-ended external 40GHz LO is routed on-chip via a transformer-based 

balun/matching network and the 20GHz LO is generated on-chip using an injection-locked 

divider.  

 The entire receiver signal and LO paths are fully-differential. A differential receiver is 

more robust to common-mode on the supply and ground-rails. In addition, the even-order 

harmonics are inherently suppressed in a well-matched differential circuit. Another big 

advantage of differential mm-wave circuits is related to EM modeling. In symmetric differential 

 

Fig. 5.12 Block diagram of the wideband, heterodyne millimeter-wave receiver 
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inductors and transformers it is much easier to model the current-return in comparison to single-

ended inductors. Incorrect ground loop modeling can easily introduce errors of 50 to 100pH in 

the simulated inductance value. At radio-frequencies it is common to use inductors of value 

exceeding 1 to 2nH, so a 50-100 pH error does not result in severe performance degradation. 

However, at mm-wave frequencies, for which desired inductors could be on the order of 100-200 

pH, it is critically important to minimize modeling inaccuracies. 

  While the entire circuit is differential, the mm-wave input is single-ended to model the 

real-scenario in which the LNA must interface with a single-ended antenna. An on-chip 

 

Fig. 5.13. HFSS model of the G-S-G pad and the input balun 

 

Fig. 5.14. Schematic of the three-stage low-noise amplifier 
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transformer-based balun has been designed for single-ended to differential conversion. The on-

chip balun has a turns-ratio of 1:2 and provides a wideband impedance match with 6dB passive 

voltage-gain. It is interesting to note that at mm-wave frequencies, having the balun on-chip 

rather than off-chip, simplifies the test setup as well. An off-chip balun would require differential 

mm-wave cables to bring the signal on-chip. Maintaining a phase and gain balance across two 

different cables is extremely difficult, if not impossible. Wideband differential balun-probes, in 

which the balun is built within the wafer-probe tip, is still a topic of active research and not 

commercially available.  

  The GSG pads and the balun are modeled as a single passive structure in the EM 

simulator. The HFSS model for the pad-balun combination is shown in Fig. 5.13. This method of 

modeling ensures that all of the parasitic effects (capacitance between the large probe-pad and 

the substrate, parasitic inductance within the probe-pad) are captured within the simulation 

framework.  

The schematic for the three-stage low-noise amplifier is shown in Fig. 5.14. The first 

stage of the LNA is realized as a common-source topology instead of a cascode topology to 

mitigate the effects of noise figure degradation introduced by the cascode transistor. To improve 

reverse-isolation, the second and third stages of the LNA employ cross-coupled transistors for 

CGD neutralization. The LNA is loaded with a gain equalized transformer, where km = -0.16 and 

kc = 0.28, while achieving a gain of 18dB with 35mA current consumption.  

As the signal progresses down the receiver-path from the mm-wave front-end to the IF, 

the fBW increases from 29% to 43%. The schematic of the RF-mixer, IF-amplifier and IF-mixer 

is shown in Fig. 5.15. Assuming the intrinsic parasitic effects of the device are relatively constant 
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in the mm-wave and IF frequency bands, it becomes more challenging to generate low-power 

gain blocks when low-Q components are required to achieve a high fBW. Thus, the burden of the 

gain is placed at the LNA rather than at IF. 

 

Fig. 5.15 Schematic of RF-mixer, two-stage IF-amplifier and IF-mixer 

 

Fig. 5.16. Schematic of the LO distribution network 
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The LNA drives a double balanced active mixer, which converts the 50-68 GHz mm-

wave signal to an IF of 30-to-47GHz. The local-oscillator signal to the mm-wave signal is 40 

GHz. The mixer has a conversion loss of 3dB while consuming 12mA of current. A higher 

degree of peak-splitting is required to maintain a high fBW through the IF-stage. As a result, the 

 

Fig. 5.17 Power break-up for the different circuit blocks 

 

Fig. 5.18. Die micrograph of the millimeter-wave CMOS receiver 
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gain-equalized transformers in the IF stage have coupling coefficients of km = -0.24, and kc = 

0.38.The IFA consists of a two-stage cascode amplifier and provides 5dB of gain to compensate 

for the loss of the RF-mixer. 

The schematic of the LO distribution network is shown in Fig. 5.16.  A breakdown of 

power consumption for the various receiver blocks is shown in Fig. 5.17; note, the percentage 

power consumption of the LO driver for a single-element receiver is comparable to the power of 

the IFA. If the receiver is utilized in an N-element phased-array receiver with LO phase-shifting / 

IF signal-combining, the IFA power is fixed while the LO-power scales up by N
2
. The equal 

power consumption of the IF-amp and the LO in the single-element receiver, gives an indication 

that as the number of elements increases the LO power will dominate the total receiver power. 

Architectures which focus on minimizing LO-distribution power are crucial for future phased-

array mm-wave transceivers. 

5.4 Measured results 

The die photograph of the prototype mm-wave receiver chip fabricated in a TSMC 40nm 

CMOS process is shown in Fig. 5.18. The BEOL consists of a 6 metal stack with 1 ultra-thick 

metal (UTM) and 1 aluminum passivation layer (AP). The 3.5um thick UTM is the top-most 

copper layer 2.3775um above the surface of the substrate. The entire-chip, including the mm-

wave wafer-probe pads, ESD protected DC pads, bypass capacitance, and supply/bias routing 

occupies an area of 0.8mm x 1.5mm. The core of the receiver, comprised of the signal and LO-

path, occupies an area of 1.2 mm x 0.35mm.  

The chip is characterized using Cascade’s 12000AP Summit on-wafer probe station. Fig. 

5.18 shows the chip with all four probes landed. The DC-bias is brought on chip using a custom 
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designed 14-pin DC probe on the north-end. The LO signal is brought on-chip via a 67GHz GSG 

probe from the south-side. The millimeter-wave input is brought on-chip using a GSG on the 

west-side. The baseband output drives GSGSG probes on the east side. The GSGSG pad 

configuration allows the flexibility of making single-ended measurements using GSG, as well as 

differential measurements using GSGSG. For input-matching, conversion-gain and linearity 

measurements, which require standard two-port calibration and scalar-mixer calibration on the 

VNA, the baseband output is measured single-ended. For noise-figure, the output is probed 

differentially. 

 The measurement setup is shown in Fig. 5.19. The electrical performance of the receiver 

was characterized using an Agilent N5247A 67GHz PNA-X network analyzer. The N5183A 

signal-source was used to generate the 40GHz local oscillator signal. Other equipment required 

 

Fig. 5.19 Test setup for conversion-gain and linearity measurements 

 



 

112 

 

to complete the test-setup (not included in the figure for simplicity) include a N8488A 67-GHz 

average thermocouple power sensor and N1913A power meter. All the equipment was interfaced 

using 1.85mm co-axial cables. Two-port calibration was performed using an impedance standard 

substrate (ISS) to shift the S-parameter measurement plane to the probe-tips.  

The measured channel frequency response of the entire receiver at the baseband output is 

shown in Fig. 5.20. For conversion-gain a scalar mixer calibration was performed to de-embed 

the loss of the cables and accurately measure the mm-wave input-power and baseband output 

power of the receiver. The mm-wave input comprises of two components, an upper-sideband 

(USB) extending from 60 to 70 GHz, and the lower-sideband (LSB) from 60 to 50 GHz. At the 

output of the receiver, both sidebands are down-converted to the same baseband frequency (0 to 

 

Fig. 5.20 Receiver frequency response measured at the baseband output. Referred to the receiver 

front-end, a gain of 20 ± 1.5dB is maintained across a 51-to-68 GHz bandwidth. 
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10 GHz). In the USB, the receiver achieves a nominal power gain of 20dB over a frequency 

range of 60 to 68 GHz. In the LSB, the receiver achieves a nominal power gain of 20dB with +/-

1.5dB of gain variation over frequency-range of 51 to 60 GHz. The effective mm-wave 

bandwidth of the receiver is from 51 to 68 GHz. It is noteworthy that frequency-response of the 

multi-stage receiver has been synthesized with low pass-band gain-variation and no prominent 

signs of resonance peaking.  

Another important performance metric of a receiver is the input power matching 

bandwidth. As described in section 5.3, transformer-based balun has been implemented on-chip 

to match the differential LNA input impedance to the single-ended antenna. At the mm-wave 

 

Fig. 5.21 Measured input matching, noise-figure, input compression point 
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front-end, the S11 is less than -10dB over a frequency range of 51 to 66 GHz, corresponding to a 

matching bandwidth of 15GHz. While the matching bandwidth does not cover the entire pass-

band of interest, the bandwidth could be increased by adding de-Q resistors at the mm-wave 

front-end at the expense of noise-figure degradation. 

 The receiver noise-figure is characterized using the Y-factor method. The block diagram 

of the test setup is shown in Fig. 5.22. Noisecom’s WR-15 waveguide based mm-wave noise-

source (NC5115) functions as a calibrated noise-source operating over a bandwidth of 50-

75GHz. However, the probes, waveguide-to-coaxial adapters, and 1.85mm coaxial cables limit 

the measurement bandwidth to 68 GHz. The noise-power at the output of the receiver (in the DC 

to 10GHz frequency band) is measured using and Agilent’s N8975A 26.5GHz noise-figure 

analyzer (NFA). Agilent’s N9002A, a 26.5GHz Smart Noise Source (SNS) is used to calibrate 

the internal low-noise receiver of the NFA. 

 

Fig. 5.22 Test setup for noise-figure measurement 
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 For a two-point Y-factor noise-figure measurement, the noise-source must be toggled 

between two states, termed hot and cold, using a 0/28V pulsed-source inside the NFA.  The 

single-ended noise-input is brought on-chip using the GSG probe. After down-conversion, the 

output of the receiver is probed differentially using a GSGSG probe, and converted to a single-

ended signal using an off-chip wideband balun. The power at the output balun is measured by the 

NFA. Using two measured data-points, power in the hot state and power in the cold-state, and 

the effective noise-ratio (ENR) of the noise-source, the NF is calculated. This process is repeated 

at each frequency step. 

The noise-power is measured at the output of the receiver, i.e. after down-conversion. 

Thus, the noise from the frequency-band 50-to-60GHz and 60-to-70GHz folds back into the 

same baseband frequency; therefore, the measured double-sideband (DSB) noise-figure is 

reported as a function of frequency is plotted in Fig. 5.21. The minimum DSB noise-figure of the 

entire receive-chain is 7.8dB. The DSB-NF remains less than 9.3dB up to a frequency of 8GHz. 

The noise-figure degradation at frequencies greater than 8GHz is attributed to the upper 

frequency limit of the measurement equipment (68GHz). 

For a two-point Y-factor noise-figure measurement, the noise-source must be toggled 

between two states, termed hot and cold, using a 0/28V pulsed-source inside the NFA.  The 

single-ended noise-input is brought on-chip using the GSG probe. After down-conversion, the 

output of the receiver is probed differentially using a GSGSG probe, and converted to a single-

ended signal using an off-chip wideband balun. The power at the output balun is measured by the 

NFA. Using measured power in the hot/cold-state, and the effective noise-ratio (ENR) of the 

noise-source, the NF is calculated. This process is repeated at each frequency step.  
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The N5247A contains two internal signal-sources, thereby simplifying the measurement 

setup for a wide range of receiver two-tone characterization. The test setup for linearity 

measurements is identical to conversion-gain measurement setup (Fig. 5.19). The receiver 

achieves an input-referred 1dB compression-point of -24dBm and is plotted vs. frequency in Fig. 

5.21.  

The entire chip consumes 104mW from a 1.1V supply. The reported power consumption 

includes the power of the signal-path and the LO distribution path. The power per unit mm-wave 

bandwidth is (104mW/18GHz) or 6.1pW/Hz. 

5.5 Conclusions 

The mm-wave receiver presented in this work utilizes multiple instances of gain-equalized 

transformer-loads where the resonant-peaks of the mm-wave front-end and IF-stage are 

staggered and tuned to achieve a flat frequency response across the entire channel, from the LNA 

input to the baseband output. While application of capacitive cross-coupling in a transformer has 

previously been applied for a resonant-mode switching based oscillator design [5], this is the first 

use of this technique for bandwidth extension in the signal path. 

  The receiver IC has been implemented in a 40-nm CMOS process with a 6-metal stack 

and the entire chip (including the pads and bypass capacitance) occupies an area of 1.2mm
2
. The 

core signal and LO-path of the receiver occupies 0.42mm
2
 only. 

  Innovative circuits and architectures aimed at capturing wide absolute bandwidths in the 

millimeter-wave spectrum have received considerable interest over the past decade. The 

performance of this prototype receiver is compared with other state-of-the-art implementations in 

technologies such as SiGe, BiCMOS, SOI, and standard CMOS in Table 5.1. As described 
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previously, direct-conversion as well as heterodyne have been explored. The direct-conversion 

receivers reported in [1], [3], [4] have front-end circuits which achieve fractional bandwidths of 

20%, 20% and 40% respectively. The mm-wave heterodyne receiver reported in [2], supports a 

baseband channel bandwidth of 1.2GHz only. Among all the receivers, the prototype IC 

Table 5.1 Comparison with state-of-the-art wideband receivers 
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described in this chapter has the highest baseband bandwidth, 8 GHz in the USB and 9 GHz in 

the LSB.  

The figure-of-merit used to compare the different receivers is power consumption per 

unit hertz. Power efficiency is a strong function of the metal stack available in the process; 

therefore the BEOL available in each process has been included in the Table 5.1. The receiver 

reported in this work has the highest baseband bandwidth in comparison with millimeter-wave 

receivers reported in prior-art.  

This receiver consumes 104mW of power from a 1.1V supply, while providing a flat 

conversion-gain over an effective baseband bandwidth of (8+9)/2 or 8.5 GHz. The receiver FoM 

of 6.1pW/Hz is lower than [1], [2], [3]. The direct-conversion receiver in [4] has an FoM of 

5.1pW, however, the IC lacks any on-chip LO distribution chain (the LO was driven directly 

from an off-chip source). In contrast to [4], the power reported in this work includes the power of 

the local-oscillator buffers (20 and 40 GHz), and 20 GHz injection-locked divider. For high-

element phased-array receivers the LO power consumption will be a major component of the 

total power budget. 

Appendix 5.1 

 There are a total of seven variables   ,        ,      ,   ,    ; therefore, six equations are 

required to solve for          . 

                    

 

(5-66) 

                    

 

(5-67) 
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Using (5-68) in (5-69)  
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Using (5-71) in (5-70), 
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Finally substituting, (5-78) in (5-75) 
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Simplifying the above 
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6 CONCLUSION 

Over the past decade, research efforts in the millimeter-wave space have progressed in 

two directions – increasing the highest frequency of operation and reducing the system power 

consumption. Increasing demands for low-cost and high-bandwidth wireless connectivity is 

compelling electronic manufactures to seriously consider single-chip millimeter-wave 

transceivers in the next-generation of cellular-phones and tablets. With advanced CMOS process 

nodes (such 40 and 28nm) the maximum operating frequency of integrated transistors now 

exceed 200GHz. It is foreseeable that technology scaling and reduction in the transistor feature 

size will push the operating frequency closer to the terahertz domain in the near future.  

6.1 Thesis Summary 

The goal of the research described in this thesis is to explore power and area 

minimization techniques for multi-element phased-array receiver design. The mm-wave 

heterodyne receiver with a 17GHz IF bandwidth described in Chapter-2 and 5 would serve as the 

signal-path for a single-element in an N-element phased-array. To handle the resulting high 

fractional-bandwidth signals, this dissertation proposed three different wideband circuit design 

techniques – transformer-feedback-based design, band-pass distributed amplification, and gain-

equalized transformer-loading.  

The direct-conversion receiver described in chapter-3 utilizes multi-stage transformer 

feedback for achieving a 3dB conversion-gain bandwidth of 2GHz (11 to 13GHz). An in-depth 

analysis of the design of the matching-network is provided. In addition, analytic expressions for 

the input-resistance, quality-factor, and noise-figure as a function of the transformer turns-ratio 

and the magnetic-coupling coefficient are derived.   
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The transformed-feedback-based receiver achieved a fBW of approximately 15%, which 

falls short of the requirements of the 20GHz receiver originally targeted. Therefore, in chapter-4, 

we explore the possibility to extend the design principles of distributed amplification popular in 

low-pass amplifier design to high fractional-bandwidth band-pass amplifiers. A prototype chip 

with a 77% fBW band-pass distributed amplifier (BPDA) employing dual mirror-symmetric 

Norton transforms for area reduction was demonstrated in a 40-nm CMOS process. 

The BPDA, while demonstrating high fBW, is essentially a single-ended amplifier 

optimized for systems requiring a 50-ohms input and output impedance. Therefore, application 

of the BPDA as the differential IF-amplifier of a heterodyne receiver is neither area nor power 

optimal. To capture wideband signals, chapter 5 proposes the application of multi-stage coupled 

resonant circuits. The limitations of using only magnetic coupling or only electrical coupling are 

mathematically derived. This analysis leads to a discussion on gain-equalized transformers; a 

technique to introduce parasitic cross-coupling between magnetically coupled resonant tanks. 

Finally, using the gain-equalized transformer as the core building block, the design of a 50-to-70 

GHz heterodyne millimeter-wave receiver is described.  

6.2 Future Directions 

Research in the area of integrated circuits is entering an exciting new phase with single-

chip mm-wave transceivers, slowly but steadily, entering the consumer electronics market. From 

the perspective of a circuits and system engineer, future research efforts will need to focus in two 

directions: increasing the carrier frequency and reducing the power consumption per unit 

bandwidth.  
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Increasing carrier frequency 

 Current research efforts have primarily focused on the 6-to-7 Gbps of wireless data-rate 

supported by 60-GHz standards such as the IEEE802.11ad and WiGig. However, it has been 

reported in [1] that the increase in speed of wireless communication has been approximately ten-

fold every four years, a trend which leads us to 100Gbps by 2020. The ultra-wideband receiver 

presented in this dissertation applies high fractional-bandwidth design techniques to capture a 

channel bandwidth ten times larger than state-of-the-art 60GHz standards. To support two orders 

of magnitude increase in the wireless data-rate, extending these high fBW techniques to sub-

terahertz (100 to 300 GHz) and terahertz (300 GHz to 3GHz) frequencies holds significant 

promise. While the feasibility of sub-terahertz CMOS and bipolar transceivers has been 

demonstrated in [1]-[4], challenges such designing phase-locked loops with ultra-wide tuning 

range, generating on-chip oscillators with high output powers, high-efficiency on-chip antennas 

are few of the many issues yet to be fully resolved. 

Reducing power consumption 

For applications such as low-cost, portable medical imaging-systems, high-speed wireless 

data-transfer, or any battery operated mobile device, power consumption is big concern. One of 

the major issue with mm-wave phased-arrays reported in prior-art has been the total-power 

consumption. For example the millimeter-wave front-end reported in [6],[7] is a sixteen-element 

phased-array 60GHz transceiver and consumes approximately 5.6W of power for 3.1Gbps of RF 

data-rate. A more complete recent single-element transceiver (with a front-end, PHY, and MAC 

layer) reported in [8] consumes 1.7W of power and data date of 1.5Gbps over one meter. In 

short, the high-data rate is coming with a huge power penalty. Watt-level power consumption 
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might be permissible long-range infrastructure applications (such as cellular base-stations, 

wireless backhaul networks) but would preclude usage in battery-driven mobile transceivers and 

mobile-devices. To minimize the total power consumption optimizations are necessary at both 

the circuit and the system-level. The high-IF heterodyne architecture proposed in this work was 

motivated by the need to reduce the local-oscillator distribution power. Another possible 

approach worth considering is to eliminate high-power LO distribution by using an injection-

locked self-oscillating mixer topology [9]. Understanding, signal and oscillator distribution, not 

merely on-chip, but also off-chip (for example to the package and the antenna) will be an 

important research direction in the future.  

While the primary focus of this dissertation has been on the mm-wave front-end, it is 

important to note that a complete transceiver design includes several other important building 

blocks. For example, sampling and digitization of 10GHz of data down-converted to the 

baseband is very challenging. A thorough power-budget which includes the power-consumption 

of the high sampling-rate analog-to-digital and digital-to-analog converters is important for 

justifying ultra-wideband systems. In addition, moving forward, the ability to extend techniques 

from discrete component microwave design for on-chip passives (phase-shifters, signal-

combiners) will be important. 
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