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Executive Summary 
 
As part of this project, parasitic-aware design and synthesis techniques for RF integrated circuits 
were developed using CAD schemes such as simulated annealing with tunneling, particle swarm 
optimization, and non-dominated sorting genetic algorithms. Computationally efficient methods 
for post-optimization process, voltage, and temperature (PVT) Monte-Carlo sensitivity analysis 
were also implemented. The parasitic-aware synthesis methodology was validated with its 
application to various RF circuit blocks including low-noise amplifiers, voltage-controlled 
oscillators and power amplifiers in CMOS and SiGe BiCMOS technologies.  
 
For industry standard designs, this technique requires reliable circuit models for various active 
and passive components. Consequently, an approach for the fast and accurate generation of 
compact distributed circuit models for on-chip transmission lines on lossy silicon substrates was 
developed. This scheme uses a novel ABCD matrix partitioning procedure to extract these models 
from scattering parameters. The scattering parameters are obtained from measurements (and also 
supplemented by calibrated full-wave electromagnetic simulations) on a small set of 
transmission-line geometries spanning ranges of design parameter values. A feed-forward 
artificial neural network is trained using the extracted results, and applied to generate accurate 
models for arbitrary values within the bounds of the training ranges. As a result, the model 
generation time is greatly reduced compared to conventional approaches. The compact model 
generator is fully compatible with HSPICE and SPECTRE-RF and is easily incorporated into 
parasitic-aware RF circuit design and optimization tools. 
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Abstract—An approach for the fast and accurate generation of
compact distributed circuit models for on-chip transmission lines
on lossy silicon substrates is presented. Using a novel ABCD matrix
partitioning procedure, accurate distributed circuit models are ex-
tracted from scattering parameters obtained from measurements
and calibrated full-wave electromagnetic simulations for a small
set of transmission-line geometries spanning ranges of design pa-
rameter values. A feedforward artificial neural network is trained
using the extracted results, and applied to generate accurate com-
pact models for arbitrary values within the bounds of the training
ranges. Consequently, the model generation time is greatly reduced
compared to conventional approaches by exploiting the interpola-
tion capabilities of the neural network. The compact model gen-
erator is fully compatible with HSPICE and SPECTRE-RF and is
easily incorporated into parasitic-aware RF circuit design and op-
timization tools.

Index Terms—ABCD matrix, coplanar waveguide, microstrip
line, neural network, transmission line, transmission-line model.

I. INTRODUCTION

OWING TO THE exponential rate of reduction of the
minimum feature size of MOS transistors that has

persisted for half a century, CMOS has emerged as a viable
technology for system-on-chip (SOC) solutions integrating
complex digital, precision analog, and multigigahertz radio
frequency functions. Specific advantages of CMOS include
low-power active devices with high transition frequencies

, and low-cost high-volume manufacturing capabilities for
mixed-signal/RF systems [1], [2]. Ironically, a major drawback
of standard CMOS technology is that on-chip passive com-
ponents limit RF circuit performance [3]. That is, conductive
substrates and resistive metal interconnect layers impede the
realization of high- inductors, transformers, etc.

Compact models of on-chip transmission lines (e.g.,
microstrip lines and coplanar waveguides) are needed for
RF circuits operating above a few gigahertz [3], and fast and
accurate compact model generators are desired in emerging par-
asitic-aware RF circuit design and optimization tools. Although
transmission-line modeling is notoriously difficult owing to its
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complex multidimensional nature, several modeling methods
have been presented. For example, transmission lines realized
in a Si-SiO system and represented by quasi-TEM, slow-wave,
and skin-effect modes are experimentally characterized in [4].
Another widely used method of transmission-line character-
ization, full-wave electromagnetic simulation, achieves high
accuracy at the expense of long computation times and large
memory requirements [5]. Analytical equations based on
conformal mapping techniques have been derived for simple
transmission-line structures, but the requisite assumptions
lead to inaccurate results; e.g., the assumption of an infinite
substrate or a single dielectric layer is too simple for modern
silicon technologies [6], [7]. In cases where a multilayer
substrate is analyzed, simple approximate expressions for
capacitance are used because accurate closed-form alternatives
are intractable [8], [9]. Finally, a quasi-TEM spectral-domain
approach that includes the effects of longitudinal substrate
currents on inductance is described in [10]. While some of these
approaches are compatible with commercial circuit simulators,
they are generally neither fast enough nor accurate enough
for use as compact model generators in parasitic-aware RF
circuit synthesis tools that may require hundreds of thousands
of iterations around an optimization loop to find an acceptable
solution. For this critical application, fast and accurate compact
model generators are needed that are directly compatible with
circuit simulators such as HSPICE, SPECTRE-RF, etc.

In this paper, we present a comprehensive compact circuit
model generation methodology for monolithic transmission
lines. The approach is measurement based rather than physics
based. Hence, it trades off physical understanding for accuracy
by taking into account three-dimensional edge effects, layout
asymmetries, process variations, etc. It comprises several steps.
First, measured -parameters are extracted from a small set of
transmission lines spanning broad ranges of design parameter
values (Fig. 1). The measured -parameters are then used to
“calibrate” an electromagnetic (EM) simulator; that is, one (or
more) of its technology definition parameters (e.g., substrate
resistivity) is empirically adjusted to achieve matching of the
measured and EM-simulated results. The calibrated EM simu-
lator is then used to generate accurate -parameters for several
more transmission lines coarsely interpolating the parameter
ranges set by the measured results (Fig. 1). Note that although
accurate, the calibrated EM simulator is much too slow for
subsequent use in a parasitic-aware optimization loop. Next,
accurate compact distributed circuit models are extracted for
the set of measured and EM-simulated transmission lines and
used to train a feedforward artificial neural network (ANN).
Specifically, an ABCD matrix partitioning procedure is used

1057-7122/04$20.00 © 2004 IEEE
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Fig. 1. Overall compact modeling methodology for an example transmission
line with two design parameter ranges. Compact models are extracted from
measured and calibrated EM-simulation results and used to train the neural
network. The trained ANN quickly and accurately generates compact circuit
models for arbitrary points within the parameter ranges.

to extract distributed circuit models from the -parameters.
After the neural network is trained, it generates compact
models of transmission-line structures with arbitrary geometry
sizes within the training ranges quickly and on the fly within
a parasitic-aware design and optimization loop. Excellent
agreement is exhibited between measured and calibrated
MOMENTUM [11] results, and HSPICE simulations of the
extracted distributed circuit models.

The paper is organized as follows. In Section II, the fre-
quency-dependent characteristics of transmission lines are
briefly reviewed. The ABCD matrix partitioning method
for extracting an efficient compact model for a given trans-
mission-line size, and comparisons between calibrated
MOMENTUM simulations and distributed circuit model
HSPICE results are presented in Section III. In Section IV,
the artificial feedforward neural network technique used for
fast and accurate compact model generation is described.
Verification results from measurements are given in Section V
with conclusions in Section VI.

II. TRANSMISSION-LINE CHARACTERISTICS

The parasitic-aware paradigm for RF circuit design and op-
timization with embedded passives such as transmission lines
is depicted in Fig. 2. Parasitic-aware synthesis simply means
that active and passive device and package parasitics are con-
sidered as part of an aggressive design and optimization process
from the beginning. It has been demonstrated that the para-
sitic-aware methodology is essential for the synthesis of RF inte-
grated circuits that must meet stringent specifications [12]–[14].
In practice, hundreds of thousands of iterations around the par-
asitic-aware optimization loop of Fig. 2 may be required to syn-
thesize an RF circuit. Hence, it is imperative that the embedded
compact circuit model generator is accurate and computation-
ally efficient; conventional full-wave EM simulators are suffi-
ciently accurate after calibration but too slow for use within the
parasitic-aware optimization loop.

Fig. 2. Parasitic-aware design and optimization paradigm for RF integrated
circuits. Key functional blocks include a core optimizer (simulated annealing,
genetic, or particle swarm algorithms), a circuit simulator (HSPICE or
SPECTRE-RF), and a fast and accurate passive circuit model generator.

Cross sections of a coplanar waveguide and a microstrip line
in CMOS and one RLGC section of a conventional compact dis-
tributed circuit model are shown in Fig. 3. The frequency-depen-
dent RLGC distributed circuit model is valid over a wide range
of frequencies under a quasi-TEM mode assumption [15]. A
straightforward method of partitioning a transmission line into
RLGC sections based on the Telegrapher equations is described
in [16], [17]. In general, -parameters, rather than small-signal

- or -parameters, are typically used in EM simulators to
maintain compatibility with commercial vector network ana-
lyzers that measure incident and reflected waves.

Using the Telegrapher equations, a cascade of a large number
of identical RLGC sections with small series impedances
and , and shunt admittances and , is required
to accurately model a lossy transmission line. Specifically, the
complex characteristic impedance , and the complex propaga-
tion constant , are related to the frequency-dependent RLGC
section values per unit length of the transmission line as [16]

(1)

and

(2)

The characteristic impedance and propagation constant are
related to the -parameters as [16]

(3)

and

(4)

where

(5)
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Fig. 3. Cross-sectional views of coplanar waveguide and microstrip line structures, and a distributed RLGC section and an equivalent T section derived using the
Telegrapher equations. Many such sections are cascaded to form a distributed circuit model of the transmission line.

Fig. 4. Overview of the ABCD matrix partitioning method. The measured or EM-simulated S-parameter matrix is converted to an equivalent ABCD matrix,
[ABCD]. N successive square roots of [ABCD] are taken to generate 2 identical [abcd] matrices. Finally, [abcd] is converted into an equivalent T-cell using
standard polynomial curve fitting techniques.

Knowing and , the series impedances and ,
and shunt admittances and and per-unit length of
transmission line are easily derived as [16]

(6)

(7)
and

(8)

(9)

The method has several drawbacks. First, an RLGC sec-
tion derived using the Telegrapher equations is inherently

asymmetric as shown in Fig. 3; however, transformation to
the equivalent T model with and

achieves symmetry. While some
transmission lines are ideally symmetric, the actual implemen-
tations are somewhat asymmetric owing to inherent layout
asymmetries, process, voltage, and temperature variations,
etc. The ABCD matrix method introduced herein produces
an accurate distributed circuit model for symmetric and mod-
erately asymmetric structures. Moreover, in the conventional
approach, many distributed symmetric RLGC T sections
must be cascaded to achieve high accuracy at the expense of
increased simulation time that is prohibitively expensive in
the parasitic-aware paradigm. The ABCD matrix method also
provides significantly lower compact model circuit complexity.
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(a)

(b)

(c)

Fig. 5. (a) Asymmetric coplanar waveguide with Ws (port 1) = 10 �m, Ws (port 2) = 14 �m, Sp = 10 �m, Wg = 30 �m, and L = 1000 �m. (b)
Two-port characteristics of the asymmetric CPW showing significant phase differences between S and S . (c) Comparisons between the ABCD matrix and
Telegrapher models for the magnitude and phase of S . The ABCD method accurately models the moderate asymmetric behavior using only eight asymmetric
cells, whereas the Telegrapher method is inaccurate even with 64 cells owing to its inherent symmetry.

III. DISTRIBUTED CIRCUIT MODEL EXTRACTION

The methodology for generating compact models begins
with extraction of distributed circuit models from measured

-parameters for a small set of transmission lines spanning
wide ranges of design parameter values as depicted in Fig. 1.
A key next step is using the measured data to “calibrate”
MOMENTUM so that measured and simulated results agree
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prior to subsequent simulations. In the calibration process,
the physically defined technology substrate definition input to
MOMENTUM is empirically adjusted (e.g., substrate resistivity
increased by 40 ) [18]. The calibrated EM simulator is then
used to generate accurate -parameters for several transmis-
sion lines interpolated among the measured points (Fig. 1).
Finally, compact models are extracted from the measured
and calibrated EM simulated data and used to train a neural
network to accurately and quickly generate compact models
for arbitrary parameter values within the ranges bounded by
the measured points. As with other fitting approaches, model
accuracy is not guaranteed for parameter values outside the
training boundaries.

An ABCD matrix partitioning procedure accurately and ef-
ficiently partitions transmission lines into distributed identical
asymmetric T-cell sections. It takes advantage of an important
property of ABCD matrices: When two identical distributed
circuit sections are cascaded, the overall ABCD matrix is the
square of the individual ABCD matrices; that is

(10)

where and are the total and individual
ABCD matrices, respectively. Another advantage is that ABCD
parameters describe a two-port network in terms of voltages
and currents, and are therefore inherently compatible with
circuit simulators.

Converting measured or simulated -parameter data into
equivalent ABCD matrices is the first step in extracting the
frequency-dependent lumped element values for the distributed
T-cell sections (Fig. 4). Note that since the -parameters
include a reverse current component in addition to a forward
current term, extraction from the ABCD matrix results in an
asymmetric T-cell, in contrast to the symmetric cell extracted
using the Telegrapher equations.

To demonstrate the usefulness of the asymmetric ABCD ma-
trix cell, consider the tapered asymmetric coplanar waveguide
shown in Fig. 5(a) with its calibrated MOMENTUM simulated

-parameters in Fig. 5(b). Note from Fig. 5(c) that only eight
asymmetric ABCD matrix cells are needed to accurately fit the
phase of ; the symmetric model from the Telegraph equation
simply cannot model the asymmetry. Note that neither method
accurately models transmission lines with large asymmetries
between the two ports.

The next key observation is that the square root of the overall
ABCD matrix , corresponds to a partitioning into
two identical asymmetric T-cells, . Continuing, the
square root of produces four identical cells, ,
the square root of produces eight identical cells,

, and so on. This iterative characteristic underpins
the transmission-line distributed circuit extraction algorithm.
Specifically, iterating the square root times
partitions the transmission line into identical segments

, where is a power of two. Taking the square root of
the complex ABCD matrix is done using the sqrtm() function
in MATLAB.

To illustrate the iterative process described above, consider
a simple example. Fig. 6(a) lists -parameter values from cal-

(a)

(b)

Fig. 6. (a) Simulated S-parameter in MOMENTUM from 1 to 30 GHz for a
coplanar waveguide withWs = 10�m,Sp = 10�m,Wg = 30�m, andL =
1000 �m. (b) Details on the ABCD partition process with example at 10 GHz
for a coplanar waveguide with Ws = 10 �m, Sp = 10 �m, Wg = 30 �m,
and L = 1000 �m. (Note that N = 8 in this example).

ibrated MOMENTUM simulations from 1 GHz to 30 GHz for
a symmetric coplanar waveguide with 10 m,
10 m, 30 m, and 1000 m. For the 10-GHz fre-
quency point, for example, the -parameter matrix is converted
to an equivalent ABCD matrix using the following relationships
[15]:

(11)

Then, the square root of the ABCD matrix, is calcu-
lated, which means that the T line is partitioned into a cascade
of two identical sections (Fig. 4). This procedure three times to
partition the transmission line into a cascade of eight identical
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(a)

(b)

Fig. 7. Frequency-dependent component values for the T-cell. Each of the six T-cell element values is specified using a third-order frequency-dependent
polynomial function. The T-cell is not symmetric; e.g., L (f) 6= L (f), etc. Coplanar waveguide dimensions are Ws = 10 �m, Sp = 10 �m, Wg = 30 �m,
and L = 1000 �m. (a) N = 8 T-cell sections. (b) 64 T-cell sections.

sections. Fig. 6(b) shows the details of the ABCD matrix parti-
tioning process at 10 GHz where

(12)

After partitioning to the specified level of accuracy, the re-
sulting unit matrix is converted to the corresponding
asymmetric T-cell. For each branch of the T-cell, the data are di-
vided into real and imaginary components. The real component
is fitted to an equivalent resistance and the imaginary com-
ponent is fitted to an equivalent inductance or capacitance

, depending on the branch. A standard curve-fitting tech-

nique is used to find the frequency-dependent element values
of the T-cell. Specifically, a third-order polynomial function of
frequency uses four coefficients to represent each of the six in-
dependent frequency-dependent components (Fig. 4). Hence,
24 coefficients determine the netlist corresponding to a T-cell;

identical T-cells are then cascaded to model the transmis-
sion line. Finally, the complete HSPICE netlist corresponding
to the 24 coefficients for each of the identical T-cells is simu-
lated, and the resulting -parameters are compared to their mea-
sured or calibrated MOMENTUM counterparts. An overview of
the compact model extraction procedure is presented in Fig. 4.
Typical curve fitting versus calibrated MOMENTUM results for
the frequency-dependent T-cell element values are presented in
Fig. 7.
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Fig. 8. Simulated HSPICES-parameters for anN = 8 distributed T-cell model extracted using the ABCD matrix method compared with calibrated MOMENTUM
S-parameters. Coplanar waveguide with Ws = 10 �m, Sp = 10 �m, Wg = 30 �m, and L = 1000 �m.

TABLE I
CMOS TECHNOLOGY PARAMETERS

TABLE II
ERROR PERFORMANCE OF ABCD MATRIX METHOD (FIG. 8) (Ws = 10 �m,

Sp = 10 �m, Wg = 30 �m, L = 1000 �m, AND N = 8)

Many transmission-line structures have been simulated
using calibrated MOMENTUM to validate the ABCD matrix
method. The technology parameters used in MOMENTUM for
a 1–30-GHz range of frequencies are summarized in Table I;
the CMOS process has a one polysilicon layer and six metal
layers; all transmission lines use the top metal (layer 6) with
1.8- m thickness. Excellent agreement is achieved (Fig. 8)
between calibrated MOMENTUM -parameters of a coplanar
waveguide and HSPICE simulations of a cascade of only

identical T-cells. Detailed error performance is plotted
in Fig. 8 and summarized in Table II.

As exemplified in Fig. 9 for the magnitude of , the ABCD
matrix method needs far fewer T-cell sections than the Teleg-
rapher technique for similar compact model accuracy; e.g., the
ABCD matrix method uses only four asymmetric T-cells to
match the accuracy of the Telegrapher method using 32 sym-
metrical T-cells. In general, the ABCD matrix method accom-

modates moderate transmission line asymmetries and achieves
high accuracy with simpler compact circuit models.

IV. NEURAL-NETWORK MODELS

The compact model distributed element values of a trans-
mission line are functions of its structure, design parameter
values, and frequency. Since it is practical to fabricate only a
few transmission lines for a design library (Fig. 1), a fast and
accurate compact model generator for arbitrary sizes within the
training boundaries is required for parasitic-aware design and
optimization. To minimize computation, the compact model
must be simple; e.g., MOMENTUM simulations show that
coplanar waveguide -parameters depend strongly on , ,

, and frequency, but weakly on . Hence, is
assumed herein without loss of generality.

Attention now turns to the fast and accurate generation of
compact distributed circuit models; i.e., determination of the
24 polynomial coefficients for coplanar waveguide T-cell sec-
tions with arbitrary , , and , parameter values. From
a high-level viewpoint, the task amounts to a nonlinear multi-
input multioutput mapping problem. Since neural networks are
known to provide powerful interpolation capabilities for such
problems [19], it is appropriate to consider them for generating
compact transmission-line models [20]. Owing to the nonlinear
nature of the problem, a multilayer feedforward neural network
is used with an input layer, an output layer, and one (or more)
hidden layers as shown in Fig. 10(a). Each layer comprises sev-
eral computation nodes (neurons) as detailed in Fig. 10(b). Dif-
ferent connections of neurons specify different architectures. In
the feedforward network, for example, the inputs to neurons in
a given layer are linked only to outputs of neurons in the pre-
ceding layer. Fractional inputs are specified using weighting co-
efficients, and a bias coefficient is applied to an entire layer.
Summation of the weighted inputs to each neuron is affected
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Fig. 9. Modeling accuracy versus the number of distributed T-cell segments for the magnitude of S . Excellent agreement with calibrated MOMENTUM results
is obtained cascading only four identical asymmetric T-cell sections extracted using the ABCD matrix method versus 32 symmetric sections with the Telegrapher
approach. Coplanar waveguide with Ws = 10 �m, Sp = 10 �m, Wg = 30 �m, and L = 1000 �m.

(a)

(b)

Fig. 10. (a) An r-s-t feedforward neural network has one input layer with r
nodes, one hidden layer with s neurons, and one output layer with t nodes, where
r, s, and t are integers. (b) Detailed definition of a neuron or computation node.

by a nonlinear activation function. In modeling coplanar waveg-
uides, the input layer typically has three computation nodes cor-
responding to design parameters , , and , and the output

TABLE III
ANN STRUCTURES FOR CIRCUIT COMPONENTS AND ACTIVATION FUNCTIONS

layer has four neurons representing the third-order polynomial
fitting coefficients. Six independent neural networks of the type
shown in Fig. 10(a) are used to generate the four fitting coef-
ficients for each of the six frequency-dependent element values

, , , , , and . Note that the
numbers of hidden layers and nodes in each are determined em-
pirically from simulations to achieve the desired accuracy. In
general (Fig. 10(a)), there is one input layer with nodes, one
hidden layer with neurons, and one output layer with nodes,
where , , and are integers; hence, this architecture is termed
an - - structure. Table III gives the - - structural details and
activation functions used for each of the six independent neural
networks.

Before the neural network is used for compact model genera-
tion in the parasitic-aware optimization loop, it is trained using a
database extracted by the ABCD matrix method from measured
data and calibrated MOMENTUM results. The ranges of design
parameter values of the coplanar waveguides in the design li-
brary are selected to satisfy anticipated design requirements so
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Fig. 11. ANN compact model generation methodology. The ABCD
partitioning method is first used to extract compact models for a small
set of measured and EM-simulated structures. After the feedforward ANN
is subsequently trained, it interpolates to generate compact models for
transmission lines with arbitrary sizes. Frequency information is implicit in the
fitting coefficients, and not an explicit input variable.

that the neural network is used only in an interpolation mode
during model generation.

The neural-network training procedure is now detailed. Sup-
pose there exists a set of training vectors
where each comprises an input data vector and an output
data vector . Moreover, the input vector applied to the un-
trained neural network produces output vector ; error vector

is defined as the difference between and ; the training
algorithm tries to equalize to to minimize for all .
Training ends when the mean square error falls below a preset
empirical value.

In our transmission-line compact model generator, a
back-error propagation algorithm [21] is used to train the
neural network. Consequently, the trained feedforward ANN
is a generalization of the nonlinear mapping functions implicit
in a limited training database. More specifically, due to the
natural interpolation capabilities of the trained ANN, it is
able to quickly produce an output vector that closely
approximates a target output when a new data point

is applied. In other words, the interpolation process in
the trained ANN enables fast and accurate generation of the
polynomial fitting coefficients for transmission lines with arbi-
trary parameter values. The overall model generation approach
for the feedforward ANN trained using T-cell data extracted by
the ABCD partitioning methodology is summarized in Fig. 11.

The extracted training data are also used to avoid the clas-
sical ANN over-training problem [22]. In the process flow il-
lustrated in Fig. 11, the input vector is and
the output vector is . Note that since the
polynomial coefficients, , implicitly include
frequency dependencies, it is not necessary to include frequency
as an explicit input variable. Since frequency information is ef-
fectively hidden, computation time is saved during execution of
the training algorithm and subsequent compact model genera-
tion.

Fig. 12(a) details the new compact model generation proce-
dure that combines the ABCD matrix partitioning procedure

(a)

(b)

Fig. 12. (a) New compact model generation methodology combines the
ABCD partitioning technique and the trained feedforward trained neural
network. (b) Telegrapher equation design flow is slower due to EM simulations
that are required during parasitic-aware optimization.

with the trained feedforward ANN. For comparison, Fig. 12(b)
depicts the conventional method of compact model generation
using the Telegrapher equations. Accurate parasitic-aware RF
circuit synthesis is accelerated using the proposed methodology
because time-consuming EM simulations are not needed after
the ANN is trained.

To validate the compact model generation methodology, a
large set of neural network training data was first generated
using calibrated MOMENTUM simulations and the ABCD ma-
trix extraction method for 125 coplanar waveguides spanning
the ranges of parameter values given in Table IV. The trained
ANN was then used to generate compact models for 120
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Fig. 13. S-parameters from HSPICE simulations of the compact circuit model generated by the ANN compared to calibrated MOMENTUM simulations with
Ws = 24 �m, Sp = 18 �m, Wg = 60 �m, and L = 800 �m. N = 8 T-cell sections are used.

TABLE IV
PARAMETER RANGE FOR NEURAL NETWORK MODELS

TABLE V
ERROR PERFORMANCE OF NEURAL NETWORK MODEL

coplanar waveguides with arbitrary sizes within the parameter
ranges. In practice, the process ends here. However, to access
the accuracy of the ANN model generator, the same 120
coplanar waveguides were also simulated using calibrated MO-
MENTUM; the results were in close agreement with HSPICE
simulations of the corresponding compact circuit models.
Fig. 13 shows a typical set of results, and Table V shows the
worst-case error performance from among the 120 verification
examples. Of course, if higher accuracy is needed, the number
of T-cells in the distributed compact model can be increased.

The ABCD matrix extraction technique in conjunction with
the feedforward ANN easily handles three explicit parameters,

, , and , and one implicit parameter, frequency. How-
ever, there is potential concern about randomness owing to the
nature of the training algorithm. It is plausible that the trained
outcome of the neural network is different depending on the
order in which the training data is applied. To assess this con-
cern, the neural network training process was repeated several
times using different training data sets applied in different or-
ders. The ANN compact model generation methodology proved
extremely robust in producing low error performance.

Fig. 14. Transmission-line structure. Six test structures with L = 400 �m,
800 �m, and 6400 �m and Ws = 0.6 �m and 0.7 �m were fabricated.
(Microphotograph and measured results courtesy of M. B. Steer at North
Carolina State University).

Training of the feedforward ANN using 125 sets of
training data requires several minutes of computer time on
a Sun Ultra-10 Unix Workstation. However, since training
is performed only once prior to parasitic-aware design and
optimization, it presents no computational burden to the ANN
compact model generator. In fact, the CPU time required to
generate a distributed circuit model with eight unit T-cells
for an arbitrary transmission line is less than 1 ms. Hence,
the new compact model generator facilitates parasitic-aware
optimization of complex RF circuits with transmission lines in
a few hours of CPU time versus several days using conventional
methods.

V. VERIFICATION WITH MEASURED RESULTS

To further verify the validity of the proposed compact mod-
eling methodology, measurements were used from two sets of
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Fig. 15. S-parameters obtained from HSPICE simulations of a compact circuit model versus measured data of the same microstrip line structure with Ws =
0.6 �m and L = 800�m. N = 8 T-cell sections are used.

microstrip lines fabricated in silicon with different signal widths
(0.6 and 0.7 m) [23], [24]. Each set included short (400- m),
medium (800- m), and long (6400- m) lines. Several charac-
teristics were measured from 45 MHz to 20.045 GHz using an
HP 8510 network analyzer and Picoprobe Model 40 probes. The
electrical probe pads in the ground-signal-ground (GSG) con-
figuration were 50- m square with 100- m pitch. The residual
capacitance of the microprobe and probing pad (approximately
70 fF) was calibrated out. A test setup and partial chip micropho-
tograph are shown in Fig. 14. An HP 4275A 10 MHz was used
to measure capacitances of the transmission-line structures. Ca-
pacitance per meter length was calculated from the difference
of the long and short line capacitance measurements divided by
0.0006 m. This value is then input into a calibration program; it
collects arrays of rough calibration -parameter data for each of
the three structures in a given family, and automatically applies
the through-line de-embedding algorithm [23] to determine the

-parameters of the embedded transmission lines. The charac-
teristic impedance and propagation constant of the transmission
lines are determined from the resistance , inductance , con-
ductance , and capacitance -parameters per-unit length of
the transmission lines as described earlier.

Fig. 15 shows HSPICE simulated -parameters for a dis-
tributed circuit model with eight sections generated using the
proposed compact modeling technique versus measured values.
As shown, good agreement between the measured and simulated

-parameters is observed over the full range of measurement
frequencies.

VI. CONCLUSIONS

A fast and accurate method for extracting distributed circuit
T-cell compact models with frequency dependent components
for on-chip transmission lines is presented in this paper. The
extraction technique uses a novel ABCD matrix partitioning
procedure to reduce compact model circuit complexity and

increase accuracy compared to conventional extraction based
on the Telegrapher equations. Moreover, the ABCD parti-
tioning approach accurately handles both symmetric structures
and those with moderate asymmetries due to layout, process,
voltage, and temperature variations, etc. The compact models
extracted from a small set of measured and simulated transmis-
sion lines spanning ranges of design parameter values are used
to train a feedforward ANN. After training, the ANN accurately
and efficiently generates compact circuit models for arbitrary
transmission-line sizes within a parasitic-aware optimization
loop. Extensive comparisons of HSPICE circuit simulations
for the compact circuit models versus calibrated MOMENTUM
results confirm the accuracy of the proposed methodology
up to 30 GHz. Comparison of measured data versus models
from the proposed method further confirms its validity. The
transmission-line compact circuit model generator is readily
integrated with various optimization programs and circuit
simulators in parasitic-aware RF IC design and optimization
tools.
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