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Abstract

Towards Authenticated and Private Computer and Wireless Communications

Basel Alomair

Chair of the Supervisory Committee:

Professor Radha Poovendran

Electrical Engineering

In the first part of the dissertation, we investigate the problem of message authentication

when the privacy of the message is also required. First, we show that there is a redundancy

in the computations performed by the authentication and encryption primitives and show

how to remove such redundancy to improve the overall efficiency. Then, we propose a new

security model that captures essential differences between standard authentication algo-

rithms and those coupled with encryption algorithms to compose an authenticated encryp-

tion scheme. We use the new model to design the first secure keyless message authentication

algorithm in the literature. Furthermore, we utilize the underlying encryption to propose

the first secure authentication technique in which only a small portion of the message needs

to be processed, without affecting the integrity of the entire message. Lastly, we investigate

the security of authentication based on universal hash-function families with computations

performed over integer rings; we show that the probability of successful forgery is propor-

tional to the reciprocal of the smallest prime factor of the used modulus.

In the second part, we shift the attention to radio frequency identification (RFID) sys-

tems. We propose the first authentication protocol for RFID systems that can be proven

information-theoretically secure, given a reasonable relaxation of the adversary’s capabili-

ties. Then, we propose techniques that are designed specifically to take advantage of the

fact that exchanged messages in RFID systems are short strings to authenticate them ef-

ficiently. Lastly, we investigate the problem of efficient identification and propose the first





privacy-preserving protocol that can identify encrypted identifiers in constant-time.

In the third part, we investigate the problem of preserving source location privacy in

wireless sensor networks (WSNs). We propose a new framework for modeling, analyzing,

and designing anonymous sensor networks. We use the proposed framework to map the

problem of statistical source anonymity to the classic binary hypothesis testing with nuisance

parameters. We show that with the appropriate data transformation, contrary to the current

belief, existing statistical solutions can reveal critical information about the locations of

reported events. We then investigate a new approach to improve the anonymity of existing

statistical solutions.
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Chapter 1

INTRODUCTION

With today’s technology, an immeasurable amount of data is being transmitted wirelessly

and/or over the Internet. In such scenarios, users have no means of controlling the path

their messages take in their routes to the intended receivers. Since some, if not all, links

that messages take in their routes can be insecure, it is desirable, even necessary in many

applications, to protect exchanged messages against malicious users. Message integrity and

privacy are amongst the most concerning problems when communicating through insecure

channels. (Message integrity and authenticity will be used synonymously throughout the

dissertation; similarly, message privacy and confidentiality will be used synonymously.) In

this dissertation, we analyze and propose solutions that provide authenticated and private

communications over insecure channels.

We begin this chapter by giving brief descriptions of the studied problems. We then give

a road map to the remainder of the dissertation.

1.1 Summary of Investigated Problems and Contributions

In this dissertation, we investigate three problems in the security of modern communication

systems. Namely, we investigate the problem of authenticating messages exchanged over

public computer networks, the problem of designing private and authenticated low-cost

radio frequency identification systems, and the problem of preserving location privacy in

wireless sensor networks.

1.1.1 Authenticated Message Exchange

With the increasing amount of critical information transmitted over the Internet, and the

increasing deployment of wireless pervasive networks, comes an increasing demand for

computationally-efficient and resource-efficient techniques to protect the integrity of ex-
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changed information. A Message Authentication Code (MAC) algorithm is a cryptographic

primitive that enables users to exchange messages, through public channels, in an authen-

ticated manner. However, in most applications in which message integrity needs to be

preserved, message privacy must also be preserved. In such scenarios, an encryption algo-

rithm is combined with a MAC algorithm to compose an authenticated encryption scheme.

Indeed, many practical systems, such as the Secure Shell (SSH) [271], the Internet

Protocol Security (IPsec) [66], the Secure Socket Layer (SSL) [84], and the Transport Layer

Security (TLS) [64], provide integrity and privacy for messages exchanged over the Internet

by making use of an encryption primitive (for data privacy) and a MAC primitive (for data

integrity). Part I of this dissertation investigates the problem of message authentication,

including three novel techniques to improve the efficiency of MACs used to authenticate

private messages. Highlights of the main contributions of this dissertation in the area of

message authentication are as follows.

1.1.1.1 Utilizing IND-CPA Security: Eliminating Redundant Computations

In an effort to improve the efficiency of protocols that provide integrity and privacy of

exchanged messages, we propose the design of special purpose MACs that utilize the fact

that the message to be authenticated must also be encrypted. We demonstrate that when

messages must be both encrypted and authenticated, there can be a redundancy in the

computations performed by the two algorithms. Hence, removing such redundancy can

improve the efficiency of the overall construction. Furthermore, we show how such special

purpose MACs can be made more secure than their general purpose counterparts by in-

heriting security from the coupled encryption primitive. Detailed description is given in

Chapter 4.

1.1.1.2 Utilizing Block Cipher Security: Keyless MACs

We take the idea of utilizing the privacy of the message to be authenticated one step further.

That is, not only we assume that the message to be authenticated is also encrypted, but

it is encrypted with a secure block cipher. The novelty of the approach we propose can
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be highlighted by two main points. First, as opposed to analyzing MACs according to

the standard security model, we propose a new model that captures essential differences

between standard MACs and the ones coupled with an encryption primitive to compose

an authenticated encryption system. Second, we show how to utilize the security of the

underlying block cipher to significantly reduce the amount of computations performed by

the MAC primitive. In particular, we show how to construct the first secure keyless MAC

that is faster than the fastest MAC in the cryptographic literature. Detailed description is

given in Chapter 5.

1.1.1.3 Utilizing IND-CPA Security: Randomizing the MAC’s Algebraic Structure

One of the fundamental principles in cryptography is that all information about the cryp-

tosystem should be publicly known, except for the secret key. That is, when analyzing

the security of a certain MAC algorithm, all information about the mathematical structure

under which the computation is performed must be known. While it is possible, in theory,

to assume the MAC’s operations are secret, it is impractical to assume that legitimate users

have agreed on arbitrary number of different operations to compute different authentica-

tion operations. We show that this does not apply to MACs in authenticated encryption

systems. We propose an authentication mechanism in which the algebraic structure of the

performed computations is randomly variant. In particular, every authentication tag is

computed in a randomly selected integer field. For the intended receiver, information about

the integer field to be used for verification can be delivered secretly, provided the security

of the underlying encryption algorithm. We show that the added dimension of uncertainty

leads to authentication codes that are more efficient than existing ones. This proposed

MAC is the first in the literature in which only a small portion of the message needs to be

authenticated, without affecting the integrity of the entire message. Detailed description is

given in Chapter 6.
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1.1.1.4 Security of Authentication Based on Universal Hashing

The profound understanding of the security of a certain cryptographic primitive is essential

for adopting, rejecting, and/or improving its deployment in practical systems. One partic-

ular class of MACs is the one based on universal hash-function families. A popular class of

universal hash families is based on arithmetic over the finite integer field Zp, where p is a

prime integer. When computations are performed over a finite integer field, the construc-

tion of such MACs is known to be secure. However, no previous works study the security

of such MACs when computations are allowed to be performed over arbitrary finite integer

rings (i.e., Zn for an arbitrary, nonprime modulus, n). In an effort to give more insight to

the security of universal hashing based MACs, we investigate their security under arbitrary

finite integer arithmetic. We derive an important relation between the prime factorization

of the modulus, n, and the security of the constructed MAC. In particular, we show that

the probability of successful forgery against such MACs is proportional to the reciprocal of

the smallest prime factor of the used modulus, n. Detailed description is given in Chapter

7.

1.1.2 Securing Radio Frequency Identification

Radio Frequency Identification (RFID) is an important example of wireless systems that

has been increasingly used in commercial, personal, and defense sectors and is often de-

ployed in untrustworthy environments. A typical RFID system consists of three functional

components: tags, readers and a database. When an RFID reader interrogates a tag within

its communication range, the tag responds with information that should allow the reader to

access the database and obtain information about the tag. When deployed in untrustworthy

environments, in addition to their basic objective of identification, tags must also be able to

perform extra algorithmic and protocol operations to provide security and privacy proper-

ties against malicious entities. Since energy consumption is one of the critical constraints of

RFID tags, energy-efficient RFID protocol design is an active area of research. Highlights

of the main contributions of this dissertation in the area of RFID systems are as follows.
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1.1.2.1 Securing RFID Systems: An Information-Theoretically Secure Approach

Several protocols based on randomizing tags responses in different protocol steps have been

proposed to secure low-cost RFID systems. However, almost every proposed protocol that

has not been based on a well-established cryptographic primitive has been analyzed and

found to be vulnerable to attacks. The lack of adequate security, even with randomization,

in existing protocols is due to the lack of formalization of the threat models that are appli-

cable to resource-constrained RFID systems. A suitable security model has to incorporate

RFID specific features such as physical location proximity and limited computational capa-

bilities of low-cost tags. We develop and propose a reasonable relaxation of the adversarial

capabilities to formally prove the achievable security level in authentication. We propose an

information theoretic approach for designing low-cost RFID systems that can be formally

proven given the developed security relaxation. As more research is directed to formally de-

sign secure, low-cost RFID systems, the goal is to eventually reach maximum security with

minimum relaxation on the adversary’s power. That is, given the strength of an adversary

the system must be secure against, one can choose the most cost-effective system that can

be shown to be secure against such adversary. Detailed description is given in Chapter 9.

1.1.2.2 Securing RFID Systems: A Computationally Secure Approach

Our investigation of message authentication algorithms led to investigating whether MACs

can be designed to utilize application specific properties. For instance, unlike arbitrary mes-

sages, tag identifiers are typically short strings that belong to a certain domain. Combined

with the fact that tag identities must remain private, we propose two novel computationally-

efficient and resource-efficient techniques for identity authentication directed for RFID ap-

plications. The proposed techniques reduce the energy consumption as well as the circuit

area required by standard MACs, while maintaining provable security. Detailed description

is given in Chapter 10.
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1.1.2.3 Reducing Identification Complexity

Repeated tag identification is the main objective of many RFID applications including

supply chain management, inventory tracking, and access control. Hence, efficient iden-

tification is a basic performance requirement of such applications. A major shortcoming

in existing secure resource-efficient RFID protocols is that privacy is achieved at the ex-

pense/loss of identification efficiency. This is because, to protect tags against adversaries

querying them to obtain their identities, a tag’s response to each query must be random-

ized in a way adversaries are unable to correlate two or more responses from the same tag.

Under randomization, authorized readers can perform linear search of tag labels. Linear

search, however, is a computationally cumbersome process in ultra large scale RFID sys-

tems. Recently, it was shown that allowing partial dependency among tag identifiers can

reduce the identification complexity to be logarithmic in the number of tags in the system.

Such dependency, however, was later shown to introduce new vulnerabilities to the RFID

system as a compromised tag reveals partial secret information about other uncompromised

tags.

We pose and investigate the following research question: How to develop efficient iden-

tification algorithms and protocols that preserve privacy of tags even under some tag com-

promises? We were able to not only break the barrier of linear search complexity, but also

the logarithmic, while maintaining independent tags’ information. The key insight/idea

behind the result was identifying a set of non-cryptographic techniques along with specially

designed data structures that lead to private and efficient identification. The proposed al-

gorithm led to the first symmetric-key privacy-preserving protocol for RFID systems with

constant-time identification. Detailed description is given in Chapter 11.

1.1.3 Anonymous Wireless Sensor Networks

Wireless Sensor Networks (WSNs) belong to another increasingly deployed technology that

highlights the richness of security and privacy in ubiquitous networks. In WSNs, small

devices are deployed to sense, monitor, and report events of interest. Traditionally, well es-

tablished cryptographic mechanisms such as encryption have been used to hide the content
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of communicated messages. Now, consider a wireless network that needs to monitor events

of interest and report the location and the time of occurrence of the events to authorized

entities while ensuring that unauthorized entities monitoring sensor nodes do not infer the

location of the origin of the event. This problem is known as the source anonymity prob-

lem in WSNs. In addition to the information conveyed by the message itself, the source

anonymity problem has two added dimensions that need to be considered, namely, the spa-

tial and timing information about the reported event. The use of cryptography can indeed

protect the content of the message sent by the node that detects the event of interest.

However, a set of collaborating adversaries collectively observing the wireless network can

infer approximate location of the node that performed the transmission along with approx-

imate time of origin of transmission based on the mere existence of the ciphertext itself.

Hence, even without decrypting the content, collaborating adversaries can have a fairly good

estimate of the locations of event of interests at the time of observed transmissions.

Existing solutions to the source anonymity problem rely on the use of statistical good-

ness of fit tests to design transmission algorithms that embed the reports of detected events

within a series of fake transmissions, so that adversaries are unable to distinguish the reports

of events of interest from fake transmissions by means of statistical tests. We propose a

statistical framework for modeling, analyzing, and designing anonymous WSNs. In the pro-

posed model, the notion of interval indistinguishability is introduced to capture all possible

statistical tests an adversary might launch to infer private source information. Then, the

source anonymity in WSNs is mapped to the classic statistical problem of binary hypothesis

testing with nuisance information. In doing so, we introduce a mapping that converted the

problem from data sample to code. Based on the new framework, we are able to first identify

that the state of the art solutions had hidden vulnerabilities that were readily exploitable,

and then propose remedies for the observed vulnerabilities. Detailed description is given in

Chapter 12.

1.2 Organization

The dissertation is divided into three parts based on the main investigated problem. Before

we start describing the three parts constituting the major contribution of this dissertation,
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we give relevant background material and preliminaries that will be used throughout the

dissertation in Chapter 2. In the first part, we investigate the problem of authenticated

message exchange in computer communication networks (Chapters 3–7). In the second

part, we investigate the problem of designing low-cost RFID systems (Chapters 8–11). In

the third part, we investigate the problem of location privacy in wireless sensor networks

(Chapter 12). Finally, we conclude the dissertation in Chapter 13.
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Chapter 2

BACKGROUND AND PRELIMINARIES

This chapter contains background material relevant to the main technical contributions

discussed in the dissertation. We start by listing the notations that will be used throughout

the dissertation.

2.1 Notations

The following notations will be used throughout the rest of the chapter.

- For two nonempty sets A and B, where B is a subset of A, we denote by A\B the set

consisting of all elements of A that are not in B.

- We use the usual notation of Zn to denote the integer ring defined over the set

{0, 1, ..., n− 1} with addition and multiplication operations modulo n.

- We use Z∗n as the usual notation of the multiplicative group modulo n. That is, Z∗n
consists of the set of integers relatively prime (co-prime) to n. When n is a prime

integer Z∗n = Zn\{0} := {1, 2, ..., n − 1}. For the rest of the dissertation, for a prime

integer p, the two notations Z∗p and Zp\{0} will be used interchangeably to emphasize

the co-prime property or the exclusion of the zero element, respectively.

- If S is a non-empty set, |S| denotes the cardinality of the set. If s is a binary string,

|s| denotes the length of s in bits.

- The function ϕ(n) (the Euler totient function) is defined to be the number of positive

integers less than n that are relatively prime to n. Equivalently, ϕ(n) = |Z∗n|.

- For two integers a and b, we say a | b, read as a divides b, if there exists an integer c

such that b = c× a.



12

- For two integers a and b, we say a - b, read as a does not divide b, if there is no integer

c such that b = c× a.

- For any two integers a and b, gcd(a, b) is the greatest common divisor of a and b.

- For an element a in a ring R, the element a−1 denotes the multiplicative inverse of a

in R, if it exists.

- For any two strings a and b, (a||b) denotes any operation that allows the reconstruction

of a and b from (a||b). When the lengths of a and b are known, the concatenation

operation is an example of such operations.

- For a positive integer β, {0, 1}β denotes a binary string of length β-bits, and {0, 1}∗

denotes a binary string of arbitrary length.

- For a non-empty set F , we denote by f
$← F the selection of a member of F uniformly

at random and assigning it to f .

- For an integer p, the function isprime(p) is a polynomial time algorithm that returns

true if p is a prime integer and false otherwise.1

- Throughout the rest of the dissertation, random variables will be represented by bold

font symbols, whereas the corresponding non-bold font symbols represent specific val-

ues that can be taken by these random variables.

2.2 Negligible Functions

An important term that will be used in the reminder of the dissertation is the definition

of negligible functions. A function negl : N → R is said to be negligible if for any nonzero

polynomial poly, there exists a natural number N0 such that for all natural numbers N > N0,

|negl(N)| < 1

|poly(N)|
. That is, the function is said to be negligible if it converges to zero

faster than the reciprocal of any polynomial function [94].

1Interested readers may refer to [212, 95, 4] for more discussion about polynomial-time primality testing.
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2.3 Symmetric vs. Asymmetric Cryptography

A typical cryptographic system can be either symmetric-key (private-key) or asymmetric-

key (public-key). In symmetric-key cryptosystems, users exchange a secret with which they

secure their subsequent communications. The same secret is used for different operations

(thus the name symmetric-key). For instance, in a symmetric-key encryption system, the

same key is used for both the encryption and decryption operations. Asymmetric-key cryp-

tosystems, on the other hand, use two set of keys: a private key and a public key (thus

the name asymmetric-key). For instance, in an asymmetric-key encryption system, the key

used for encryption is different than the key used for decryption. A user can publish his/her

public key and keep the corresponding private key secret. Anyone can encrypt a message

with the user’s public key and only with the knowledge of the private key the message can

be successfully decrypted.

Symmetric-key operations are typically orders of magnitude faster than their asymmetric-

key counterparts. For example, while symmetric-key algorithms typically run in about 100

Mbit/s – 70 Gbit/s, asymmetric-key algorithms run in about 100 Kbit/s – 10 Mbit/s [208].

Furthermore, symmetric-key operations can be built using orders of magnitude less circuitry

and consume orders of magnitude less energy. For instance, as symmetric-key algorithms

require 3K − 100K gates to implement, asymmetric-key algorithms require 100K − 1M

gates [208]. Moreover, while symmetric-key algorithms typically consume 20 − 30 µJ/bit,

asymmetric-key algorithms typically consume 1000− 2000 µJ/bit [208].2

Symmetric-key systems will be the main focus of the dissertation, with occasional refer-

ences to asymmetric-key ones for comparison purposes.

2.4 Encryption Algorithms

Since the use of secure encryption algorithms is essential in this dissertation, we give in this

section a brief discussion about encryption algorithms. A symmetric-key encryption consists

of three algorithms: a key generation algorithm (K), an encryption algorithm (E), and a

2Note further that public-key systems require much longer keys; while 128-bit keys are considered secure
for symmetric-key cryptosystems, public-key ones typically require 1024-bit keys to be secured.
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decryption algorithm (D). The key generation algorithm takes a security parameter as an

input and returns a secret key. The encryption algorithm takes the secret key and a plaintext

message as input and returns a ciphertext. The decryption algorithm takes the secret key

and the ciphertext as input and returns a plaintext message. We start this section by

formally defining the security notion that will be used throughout the dissertation. We then

discuss two cryptographic primitives that can be used to construct encryption algorithms

that satisfy the defined security notion.

2.4.1 Security of Encryption Algorithms

The main purpose of encryption is to protect the privacy of plaintext messages. That is,

without the knowledge of the decryption key, observing a certain ciphertext does not reveal

any information about its corresponding plaintext. One of the well-established security mea-

sures of an encryption algorithm is the notion of indistinguishability under chosen-plaintext

attacks (IND-CPA). To formally analyze the security of different encryption algorithms,

the adversary is given oracle access to the algorithm. That is, the encryption algorithm is

treated as a black box that the adversary can ask to encrypt plaintexts of her choice and

observe the corresponding ciphertexts.

Now, let A be an adversary who is given oracle access to an encryption algorithm, E , and

can ask the oracle to encrypt a polynomial number of messages to get their corresponding

ciphertexts. Informally speaking, the encryption algorithm is said to be IND-CPA secure if

the adversary, after calling the encryption oracle a polynomial number of times, is given a

ciphertext corresponding to one of two plaintext messages of her choice cannot determine

the plaintext corresponding to the given ciphertext with an advantage significantly higher

than 1/2. Formally, the following standard game is used to model IND-CPA security of

encryption algorithms.

Game 1 (IND-CPA game).

1. The challenger draws a key K
$← K uniformly at random.

2. A calls the encryption oracle a polynomial number of times on messages of its choice
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and records the corresponding ciphertexts.

3. A gives the encryption oracle two messages, m0 and m1, of equal length.

4. The challenger draws a bit b
$← {0, 1} uniformly at random, encrypts mb, and returns

the resulting ciphertext to A.

5. A can then call the encryption oracle a polynomial number of times and eventually

outputs a bit, b′.

6. A wins the game if b′ = b.

Let Advind-cpa
E (A) denote adversary’s A advantage of breaking the IND-CPA security of

the encryption algorithm E . Then, E is said to be IND-CPA secure if

Advind-cpa
E (A) ≤ 1

2
+ negl(κ), (2.1)

where negl(κ) is a negligible function in the security parameter κ (typically the length of

the secret key).

Note that IND-CPA security implies that the encryption algorithm must be probabilistic

[96]. That is, encrypting the same message twice yields different ciphertexts. To see that,

let the adversary call the encryption oracle on a message m1 and receiving its ciphertext

c1. The adversary now chooses two messages, m1 and m2, asks the encryption oracle to

encrypt them and receives the ciphertext corresponding to one of them. If the encryption

is deterministic, the adversary can determine, with high confidence, to which plaintext the

ciphertext corresponds by comparing it to c1.

2.4.2 Block Ciphers

Block ciphers are amongst the most important encryption primitives, if not the most im-

portant. The significance of block ciphers is that, nowadays, they are the recommended

building blocks for constructing secure encryption algorithms [138]. A block cipher map-

ping `-bit strings to `-bit strings is a family of permutations F specified by a finite set of
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keys Ke. Each key K ∈ Ke defines a member of the family FK ∈ F . As opposed to thinking

of F as a set of functions mapping elements from {0, 1}` to elements in {0, 1}`, it can be

viewed as a single function F : Ke × {0, 1}` → {0, 1}`, whose first argument is usually

written as a subscript. A random element f
$← F is determined by selecting a K

$← Ke

uniformly at random and setting f ← FK .

In this dissertation, we adopt the notion of security for block ciphers introduced in [169]

and adopted for the concrete setting in [29]. Let F : {0, 1}κ × {0, 1}` → {0, 1}`, where κ is

the key length and ` is the block size of the block cipher, be a block cipher and let Perm(`)

denote the set of all permutations on {0, 1}`. Let A be an adversary with access to an oracle

and that returns a bit. Then,

Advprp
F (A) = Pr

[
f

$← F : Af(·) = 1
]
− Pr

[
π

$← Perm(`) : Aπ(·) = 1
]

(2.2)

denotes the prp-advantage of A in distinguishing a random instance of F from a random

permutation. Intuitively, we say that F is a secure prp, or a secure block cipher, if the

prp-advantages of all adversaries using reasonable resources is small.

A block cipher is said to be strong pseudorandom permutation (sprp) if it is indistin-

guishable from a random permutation even if the adversary is given an oracle access to the

inverse function. Then,

Advsprp
F (A) = Pr

[
f

$← F : Af(·),f−1(·) = 1
]
− Pr

[
π

$← Perm(`) : Aπ(·),π−1(·) = 1
]

(2.3)

denotes the sprp-advantage of A in distinguishing a random instance of F from a random

permutation.

Due to their importance, the literature is rich with variety of proposed block ciphers.

The most prominent of which is the Advanced Encryption Standard (AES) [187], which

replaced the previous Data Encryption Standard (DES) [186]. Note, however, that block

ciphers take a fixed-length plaintext block as an input and output a ciphertext block of

the same size. To build an encryption algorithm that takes an arbitrary length plaintext

messages and outputs their corresponding ciphertexts, modes of encryptions based on block

ciphers are used. Examples of such modes of operations include, but are not limited to,

Electronic Codebook (ECB), Cipher Block Chaining (CBC), Propagating Cipher Block
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Chaining (PCBC), Cipher Feedback (CFB), Output Feedback (OFB), and Counter (CTR).

Note further that block ciphers are deterministic permutations. Therefore, to achieve IND-

CPA security, the mode of encryption must induce some randomness, which is typically

done by the use of nonces or counters.

2.4.3 Stream Ciphers

A stream cipher is another symmetric-key primitive that can be used construct encryption

algorithms. Stream ciphers represent a different approach to symmetric encryption from

block ciphers. While block ciphers operate on large blocks of bits with a fixed, unvary-

ing transformation, stream ciphers operate on plaintexts bit by bit, typically by XORing

plaintext bits with a pseudorandom cipher bit stream (keystream).

The distinction between block ciphers and stream ciphers is not always clear-cut: in

some modes of operation, a block cipher is used in such a way that it acts effectively as a

stream cipher (the Counter mode of encryption is an example [243, 138]). Stream ciphers

typically are extraordinary fast and have lower hardware complexity compared to block

ciphers [138]. However, stream ciphers can be susceptible to serious security problems if

used incorrectly [138].

In their earliest use, stream ciphers XOR plaintexts with a random, one-time pad,

keystream (Vernam’s cipher [253]). Although this is the only cipher that can be information-

theoretically secure (as proven in the seminal work of Shannon [228]), it is impractical to

demand that they key cannot be used more than once. In modern stream ciphers, the key

can be used for multiple encryptions. Linear Feedback Shift Registers (LFSR) have been

widely used historically [173], but are considered insecure [138]. The mostly used stream

cipher nowadays is the RC4 of Ron Rivest, which is used in the standardized Wired Equiva-

lent Privacy (WEP) algorithm for IEEE 802.11 wireless networks [118] as well as the Secure

Socket Layer (SSL) protocol [84].
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2.5 Hash Functions

Hash functions belong to another class of primitives that are used extensively in cryptog-

raphy. The main purpose of hash functions is message compression, which implies that

they are noninvertible. Therefore, unlike block ciphers, hash functions cannot be used for

message encryption. There are two types of hash functions: cryptographic hash functions

and universal hash-function families.

2.5.1 Cryptographic Hash Functions

Cryptographic hash functions are arguably the most deployed cryptographic primitives.

They are used in a wide variety of applications, such as message digest, message authentica-

tion, digital signatures, etc. Typically, a cryptographic hash function is an unkeyed function

that takes an arbitrary length message as input and produces a fixed length output (usually

called hashed value, image, fingerprint, or digest).

For any cryptographic hash function to be considered secure, the following problems

must be hard to solve [243].

1. Preimage. Given a hash value y, find any input x such that h(x) = y. If, for a

certain hash function, this problem cannot be solved efficiently, the hash function is

said to be one-way or preimage resistance.

2. Second preimage. Given an input x, find another input x′, where x 6= x′, such that

h(x) = h(x′). If, for a certain hash function, this problem cannot be solved efficiently,

the hash function is said to be second preimage resistance.

3. Collision. Find two inputs x and x′, where x 6= x′, such that h(x) = h(x′). If, for a

certain hash function, this problem cannot be solved efficiently, the hash function is

said to be collision resistance.

An important observation about cryptographic hash functions can be inferred from the

statements “hard to solve” and “cannot be solved efficiently”. These statements imply that

there is no mathematical proof on how hard it is to solve the aforementioned problems.



19

This observation explains why some hash functions that are believed to be secure for long

time, such as MD5 [216] and SHA-1 [70], have been severely broken [41, 259, 257, 258].

2.5.2 Universal Hash-Function Families

A critical notion that will be used repeatedly throughout this dissertation is the notion

of universal hash-function families. Unlike cryptographic hash functions, universal hash-

function families are keyed functions. That is, the use of a secret key is necessary for

the computations of the universal hashing. While both cryptographic and universal hash

functions are used for message compression, there is a fundamental difference between them:

mathematical guarantee. That is, unlike cryptographic hash functions, one can derive a

precise mathematical expression for the probability that two distinct inputs will collide in

universal hash functions.

The computations of a universal hash function typically involve only basic algebraic

arithmetic (e.g., simple integer multiplications or polynomial evaluations). This implies

that the computations of universal hash functions can be performed much faster than cryp-

tographic hash functions. On the other hand, due to the algebraic structure, the observation

of multiple input-output pairs of a certain universal hash function can reveal the value of the

secret key used for message compression. This implies that, since finding a collision is easy

once the hashing key is exposed, universal hash families are non-cryptographic functions.

Formally, a family of hash functions H is specified by a finite set of keys K. Each key

k ∈ K defines a member of the family Hk ∈ H. As opposed to thinking of H as a set

of functions from D to R, it can be viewed as a single function H : K × D → R, whose

first argument is usually written as a subscript. A random element h
$← H is determined

by selecting a k
$← K uniformly at random and setting h ← Hk. There are many classes

of universal hash families, depending on their probability of message collision (see, e.g.,

[260, 55, 241, 148, 149, 104]). We give below a formal definition of one class of universal

hash families called ε-almost universal.

Definition 1. Let H = {h : A → B} be a family of hash functions and let ε ≥ 0 be a real

number. H is said to be ε-almost universal, denoted ε-AU, if for all distinct M,M ′ ∈ A, we
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have that Prh←H

[
h(M) = h(M ′)

]
≤ ε. H is said to be ε-almost universal on equal-length

strings if for all distinct, equal-length strings M,M ′ ∈ A, we have that Prh←H

[
h(M) =

h(M ′)
]
≤ ε.

Although not as widely used as block ciphers or cryptographic hash functions, universal

hash families are important primitives for building highly efficient message authentication

codes.

2.6 Unconditional vs. Computational Security

There are two different notions of security in cryptographic systems: unconditional and

computational security. In the former notion, one can mathematically prove that a cer-

tain system is secure, regardless of how much time and resources an adversary dedicates

to break the system. The historical Vernam one-time pad cipher is an example of uncon-

ditionally secure systems [253]. In one-time pad ciphers, plaintext bits are XORed with a

random keystream that is never used again. In his seminal work, Shannon proved that such

one-time pad systems are unconditionally (also known as information-theoretically) secure

[228]. More importantly, Shannon proved that for a cipher to be unconditionally secure,

the entropy of the keystream must be at least as the entropy of the plaintext [228]. This

implies that the key must be as long as the message to be encrypted.

In [142], Kerckhoffs stated, among six other, one of the most important principles in

cryptography: “The system must be practically, if not mathematically, indecipherable”.

This is the key principle behind modern cryptography. Although not explicitly stated, this

principle implies that it is not necessary to have unconditional security as long as the system

cannot be broken in a reasonable time with a reasonable probability of success. In Kerckhoffs

words, such systems are “practically secure”, which are now called “computationally” or

“provably” secure.

Modern cryptographic primitives, such as public-key cryptography, block ciphers, cryp-

tographic hash functions are all computationally secure. That is, given unlimited resources,

such primitives can be broken. However, the time required to break one of the aforemen-

tioned primitives can be hundreds of years (provided a reasonable key length). In today’s
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cryptography, it is sufficient, and even desirable, to reduce the security of a certain system

to the security of a known computationally secure primitive to be considered secure. In

such scenarios, the system is said to be provably secure.

Before we proceed, we give a formal definition of Shannon’s information-theoretic secu-

rity (also known as perfect secrecy) as it will be used in later parts of the dissertation.

Definition 2 (Perfect Secrecy). For a plaintext m and its corresponding ciphertext ϕ, the

cipher is said to achieve perfect secrecy if Pr[m = m|ϕ = ϕ] = Pr[m = m] for all plaintext

m and all ciphertext ϕ. That is, the a posteriori probability that the plaintext is m, given

that the ciphertext ϕ is observed, is identical to the a priori probability that the plaintext is

m.

2.7 A Useful Result

We conclude this chapter by stating an important lemma, a general result known in prob-

ability and group theory [224], that will be used in multiple proofs in Part I.

Lemma 1. Let G be a finite group and X a uniformly distributed random variable defined

on G, and let k ∈ G. Let Y = k ∗X, where ∗ denotes the group operation. Then Y is

uniformly distributed on G.



22

Part I

AUTHENTICATED MESSAGE EXCHANGE

The first part of this dissertation investigates the problem of authenticated message ex-

change over public channels. There are four technical contributions in this part, detailed

in four different chapters. Before we describe the four technical contributions of this part,

we give brief background relevant to field of message authentication in Chapter 3. The

first technical contribution entitled “Utilizing IND-CPA Security: Eliminating Redundant

Computations” is given in Chapter 4. The second technical contribution entitled “Utilizing

Block Cipher Security: Keyless MACs” is given in Chapter 5. The third technical contribu-

tion entitled “Utilizing IND-CPA Security: Randomizing the MAC’s Algebraic Structure” is

given in Chapter 6. The fourth technical contribution entitled “Security of Authentication

Based on Universal Hashing” is given in Chapter 7.
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Chapter 3

MESSAGE AUTHENTICATION TECHNIQUES

3.1 Message Authentication Code Algorithms

A message authentication code (MAC) algorithm is a cryptographic primitive used for

preserving message integrity. Unlike digital signatures, MACs are symmetric-key primitives.

That is, the key used for message authentication is the same key that must be used for

message verification.

Formally, A message authentication scheme consists of a signing algorithm S and a

verifying algorithm V. The signing algorithm might be probabilistic, while the verifying one

is usually not. Associated with the scheme are parameters κ and N describing the length

of the shared key and the resulting authentication tag, respectively. On input an κ-bit key

K and a message M , algorithm S outputs an N -bit string τ called the authentication tag,

or the MAC of m.1 On input an κ-bit key K, a message M , and an N -bit tag τ , algorithm

V outputs a bit, with 1 standing for accept and 0 for reject. A basic validity requirement is

that authentic tags are accepted with probability one. That is, if τ = S(K,M), it must be

the case that V(K,M, τ) = 1 for any key K, message M , and tag τ .

Based on their security, message authentication codes can be categorized into uncon-

ditionally or computationally secure MACs. Similar to the case of encryption algorithms,

unconditional security in authentication codes is obtained by mandating that the secret key

must be as long as the message to be authenticated. That is, after authenticating a message,

a new randomly generated key must be used to authenticate the next message. Therefore,

the use of unconditionally secure MACs is considered impractical for most modern applica-

tions.2 The secret key in computationally secure MACs, on the other hand, can be used to

1Depending on the specific implementation, messages usually need to be pre-processed, e.g., padded and
divided into blocks.

2Although there are unconditionally secure MACs in which the key can be shorter than the message to
be authenticated, the length of the key is still proportional to the length of the message [241, 242] and
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authenticate an arbitrary number of messages. That is, after agreeing on a relatively short

secret key, legitimate users can authenticate an arbitrary number of exchanged messages.

MACs are the most extensively used primitives for message integrity and, consequently,

the design of efficient MAC algorithms has attracted a lot of attention historically. Based

on the basic building block used to construct them, computationally secure MACs can be

block ciphers based, cryptographic hash functions based, or universal hash-function families

based.

3.1.1 MACs Based on Block Ciphers

Earliest computationally secure MAC algorithms are typically based on block ciphers. The

cipher block chaining message authentication code (CBC-MAC) is one of the most known

block cipher based MACs specified in FIPS publication 113 [80] and the International Or-

ganization for Standardization ISO/IEC 9797-1 [119]. CMAC, a modified version of CBC-

MAC, is presented in the National Institute of Standards and Technology (NIST) special

publication 800-38B [68], which was based on OMAC of Iwata and Kurosawa[122]. Other

block cipher based MACs include, but are not limited to, XOR-MAC [30] and PMAC

[43]. The security of block cipher based MACs has been exhaustively studied (see, e.g.,

[211, 31, 124, 127, 35]).

3.1.2 MACs Based on Cryptographic Hash Functions

Since the computations of cryptographic hash functions can be faster than those of block

ciphers, MACs based on cryptographic hash functions have been proposed to come up

with faster MAC algorithms. The use of one-way cryptographic hash functions for message

authentication was introduced by Tsudik in [246]. HMAC is a prominent example of the

use of iterated cryptographic hash functions in the design of MACs [28], which was adopted

as a standard in [81]. The computations of HMAC can be performed using SHA-1 [70] or

MD5 [216], producing HMAC-SHA1 and HMAC-MD5, respectively. The Internet Protocol

Security (IPsec) [66] and Transport Layer Security (TLS) [64] use HMAC-SHA1 and HMAC-

cannot be used for multiple authentication operations.
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MD5 for message authentication.

Another cryptographic hash function based MAC is the MDx-MAC of Preneel and

Oorschot [209]. HMAC and two variants of MDx-MAC are specified in the International

Organization for Standardization ISO/IEC 9797-2 [120]. Bosselaers et al. described how

cryptographic hash functions can be carefully coded to take advantage of the structure of

the Pentium processor to speed up the authentication process [47]. Similar to the case of

block cipher based MACs, the security of cryptographic hash function based MACs has

been extensively studied (see, e.g., [210, 27, 144, 60, 269]).

3.1.3 MACs Based on Universal Hash-Function Families

As mentioned in Section 2.5.2, universal hash families are non-cryptographic functions.

Therefore, when first introduced by Carter and Wegman [55, 56, 260, 261], universal hash

families were restricted to the design of unconditionally secure authentication. That is, the

hashing key used to authenticate a given message must be replaced by another, randomly

generated, key to authenticate the next message. Hence, similar to the case of uncondition-

ally secure one-time pad ciphers for encryption, the use of unconditionally secure universal

hashing was considered impractical for most modern applications. This is the main reason

why, although have been around for long time, universal hash families based MACs have

not been as widely deployed in practical systems as their block cipher and cryptographic

hashing based counterparts.

However, as opposed to transmitting the output of the universal hash function as the

authentication tag, the hashed image can be processed with a cryptographic function (e.g.,

encryption algorithm or cryptographic hash function) before transmission. In such scenar-

ios, the MAC is computationally secure provided the computational security of the cryp-

tographic primitive. More importantly, since the hashed image is not transmitted in the

clear, the observation of multiple message-tag pairs does not reveal the secret hashing key.

Therefore, the hashing key can now be used to authenticate an arbitrary number of mes-

sages.

Computationally secure MACs based on universal hashing are the fastest method for
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preserving message integrity. This is due to two main facts. First, processing messages block

by block using universal hash functions is much faster than processing them block by block

using cryptographic hash functions or block ciphers. Second, since the compressed image

is much shorter than the message itself, processing it with a cryptographic function can

be performed faster. The use of universal hash functions for the design of computationally

secure MACs appeared in [40, 176, 104, 73, 42, 136, 39, 11, 16].

Since the speed of a given universal hash family based MAC relies heavily on the speed of

the used universal hash family, the design of fast universal hash families has been an active

research area. In [148], Krawczyk introduced the cryptographic CRC, which hashes in about

6 cycles/byte, as shown by Shoup in [233]. In [217], Rogaway proposed the bucket hashing,

which runs in about 1.5−2.5 cycles/byte [42]. The bucket hashing was the first hash family

explicitly targeted for fast software implementation. Since one of the known shortcomings

of universal hash functions is the requirement of substantially long keys compared to block

cipher and cryptographic hashing based MACs [104], in [126], Johansson described bucket

hashing with smaller key size.

In [104], Halevi and Krawczyk proposed the Multilinear Modular Hashing (MMH) family,

which hashes at about 1.2 − 3 cycles/byte. In [73], Etzel et al. proposed the square hash,

an MMH-variant that can be more efficient than MMH in certain settings [42]. In [39],

Bernstein proposed floating-point arithmetic based hash function that achieves a peak speed

of 2.4 cycles/byte. In [3], Afanassiev et al. described an application of hashing based

on polynomial evaluation over finite fields. In [188], Nevelsteen and Preneel study the

performance of several universal hash functions proposed for MACs.

The speed champion of universal hash families directed for software implementation is

the NH family of Black et al. [42]. The NH family is an extension to the MMH family of

[104]. The speed improvement comes from eliminating the non-trivial modular reduction

required by the MMH family (the MMH family uses arithmetic over an integer field Zp,

where p is a prime integer). The novelty of the NH family is that it uses arithmetic modulo

powers of two, i.e., “computations that computers like to do [42]”. The NH family hashes

at about 0.34 cycles/byte for 2−32 probability of message collision.

With such fast MAC algorithms already available, it might be tempting to call for
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discontinuing the search for faster algorithms. Although it is true that the available MAC

speeds are capable of keeping up with high speed network traffic, the real goal is to use

the smallest possible portion of the processor’s cycles in order to allow it to perform other

operations. As noted in [42, 218], hardware advances have not made cryptographic efficiency

any less important.

3.2 Authenticated Encryption Schemes

What is more relevant to this dissertation than standard MACs is authenticated encryption

systems. The notion of authenticated encryption was introduced independently by Katz

and Yung in [140], and by Bellare and Rogaway in [36]. As the name implies, authenticated

encryption systems provide both integrity and privacy for messages exchanged over public

channels. The motive behind the study of authenticated encryption schemes is the obser-

vation that, in almost all applications in which message privacy is required, so is message

integrity. Consequently, the design of authenticated encryption schemes has attracted a lot

of attention historically. Proposals that use simple checksum or manipulation detection code

(MDC) have appeared in [180, 146, 92]. Such simple schemes, however, are known to be

vulnerable to attacks [134]. Secure authenticated encryption systems can be constructed in

one of two main approaches: generic authenticated encryption compositions and dedicated

authenticated encryption primitives.

3.2.1 Generic Authenticated Encryption Compositions

In generic compositions, an encryption algorithm (for message privacy) and a MAC algo-

rithm (for message integrity) are combined to construct an authenticated encryption sys-

tem. Generic compositions can be constructed in three different ways: Encrypt-and-MAC

(E&M), Encrypt-then-MAC (EtM), or MAC-then-Encrypt (MtE). In E&M compositions,

the plaintext is passed to the encryption algorithm to get a corresponding ciphertext, the

same plaintext is passed to the MAC algorithm to get a corresponding tag, and the re-

sulting ciphertext-tag pair,
(
E(M),MAC(M)

)
, is transmitted to the intended receiver. In

EtM compositions, the plaintext is passed to the encryption algorithm to get a ciphertext,



28

Figure 3.1: A schematic of the three generic approaches; (a) E&M, (b) EtM, and (c) MtE.

the resulting ciphertext is passed to the MAC algorithm to get a tag, and the resulting(
E(M),MAC

(
E(M)

))
is transmitted to the intended receiver. In MtE compositions, the

plaintext is passed to the MAC algorithm to get a tag, the resulting tag is appended to the

plaintext message, the plaintext-tag concatenation is passed to the encryption algorithm,

and the resulting
(
E
(
M,MAC(M)

))
is transmitted to the intended receiver. Decryption

and verification are performed the natural way. Figure 3.1 depicts the three generic com-

positions methods.

Establishing secure channels by means of generic constructions of authenticated encryp-

tion schemes was of particular interest to practical systems. The network layer of the Secure

Shell (SSH) protocol [271] uses a variant of the E&M composition. The Internet Protocol

Security (IPsec) [66] uses a variant of the EtM composition. The Transport Layer Security

(TLS) protocol [64] and its predecessor, the Secure Sockets Layer (SSL) protocol [84], use

variants of the MtE composition. The NIST standardized Galois/Counter Mode (GCM)

[69] of authenticated encryption uses a variant of the EtM composition. (The GCM is

based on the Carter-Wegman Counter (CWC) of Kohno et al. [147], which first encrypts

the message using the counter mode and then authenticate the resulting ciphertext using a

universal hash function in the Carter-Wegman style.)

However, generic compositions are more involved than just combining an encryption

algorithm with a MAC algorithm. In [150, 34] the security of different generic composi-

tions of authenticated encryption systems is analyzed. Using a secure encryption algorithm
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(secure in the sense that it provides privacy against chosen-plaintext attacks) and a secure

MAC (secure in the sense that it provides unforgeability against chosen-message attacks),

it was shown that only the EtM will guarantee the construction of secure channels [150, 34].

Therefore, special attention must be paid to the design of authenticated encryption systems

if the E&M or the MtE compositions are used.

The security relations among different notions of security in authenticated encryption

schemes was studied in detail by Bellare and Namprempre in [34]. Canetti and Krawczyk

showed that EtM schemes build secure channels [53]. Krawczyk analyzed the security of the

three generic constructions methods in [150]. Bellare et al. showed that SSH is provably

secure in [33]. Maurer and Tackmann showed that the MtE can result in secure channels in

[175].

3.2.2 Dedicated Authenticated Encryption Primitives

In efforts to come up with more efficient authenticated encryption systems, dedicated algo-

rithms have been proposed. In dedicated algorithms, an authenticated encryption scheme

is built as a standalone primitive. Jutla pioneered the design of dedicated authenticated

encryption primitives in [134]. He proposed the block cipher based integrity aware par-

allelizable mode (IAPM). The authenticated encryption requires a total of m + 2 block

cipher evaluation for a message of m blocks. That is, adding authentication to the existing

encryption requires only two extra block cipher calls.

Another prominent instance of dedicated authenticated encryption algorithm is the OCB

of Rogaway et al. [218]. Similar to IAPM, the OCB is block cipher based. For a message

of length M -bits and an n-bit cipher block size, OCB requires dMn e + 2 block cipher calls.

Other block cipher based authenticated encryption include [93, 37]. Although stream cipher

based authenticated encryption primitives have appeared in [79, 263], such proposals have

been analyzed and shown to be vulnerable to attacks [182, 198, 197, 264].

Over dedicated primitives, generic compositions possess several design and analysis ad-

vantages due to their modularity and the fact that the encryption and authentication prim-

itives can be designed, analyzed, and replaced independently from each other [150]. More
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importantly, generic compositions can allow for faster implementations of authenticated en-

cryption when fast encryption algorithms, such as stream ciphers, are combined with fast

MACs, such as universal hash functions based MACs [150]. Another observation about

dedicated primitives is that, as pointed out in [147], they are all patent protected, which

can potentially limit their deployment in practical systems.

In the following three chapters, we introduce three approaches to design message au-

thentication codes that can be used to construct authenticated encryption systems. In

each approach, the security of the encryption algorithm is utilized in a novel way to de-

sign authentication codes that are more efficient than existing MACs in the cryptographic

literature.
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Chapter 4

UTILIZING IND-CPA SECURITY:
ELIMINATING REDUNDANT COMPUTATIONS

In cryptography, secure channels enable the confidential and authenticated message ex-

change between authorized users. As illustrated in Section 3.2.1, a generic approach of

constructing such channels is by combining an encryption primitive with an authentication

primitive (MAC). In this chapter, we introduce the design of a new cryptographic primitive

to be used in the construction of secure channels. Instead of using general purpose MACs,

we propose the deployment of special purpose MACs, named E-MACs. The main motive

behind this work was the intuition that MACs used in the generic construction of authen-

ticated encryption systems, unlike standard MACs, can utilize the fact that messages to

be authenticated must also be encrypted. That is, since both the encryption and authen-

tication algorithms are applied to the same message, there might be some redundancy in

the computations of the two primitives. If this turned out to be the case, removing such

redundancy can improve the efficiency of the overall operation.

4.1 Special Purpose MACs

Although significant efforts have been devoted to the design of dedicated authenticated

encryption primitives and the analysis of the generic compositions, little effort has been

made to the design of new primitives in order to improve the efficiency and security of

generic compositions. In this chapter, we introduce the first such work. Specifically, we

introduce the design of special purpose MACs to be used in the construction of E&M and

MtE compositions.

As opposed to EtM compositions, E&M and MtE compositions impose an extra require-

ment on the MAC algorithm. Authentication tags in an E&M or a MtE composition are

functions of plaintext messages (not ciphertexts as in EtM compositions). Therefore, the
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tag must be at least as confidential as the ciphertext since, otherwise, the privacy of the

plaintext can be compromised by an adversary observing its corresponding tag.

One class of MACs that is of a particular interest, due its fast implementation, is the

class of MACs based on universal hash-function families introduced in Section 3.1.3. Recall

that, in MACs based on universal hash-function families, the message to be authenticated is

first compressed using a universal hash function in the Carter-Wegman style and, then, the

compressed image is processed with a cryptographic function. Indeed, processing messages

using universal hash functions is faster than processing them block by block using cryp-

tographic functions. Combined with the fact that processing short strings is faster than

processing longer ones, it becomes evident why universal hash functions based MACs are

the fastest for message authentication. (The speed champions of MACs in the literature of

cryptography are UMAC [42] and hash127 [39]; both of which are based on universal hash

functions [151, 249].)

In this chapter, we lay down the foundations of a new direction in the design of symmetric-

key primitives for message authentication. We propose the deployment of a new crypto-

graphic primitive for the construction of secure channels using the E&M and MtE compo-

sitions. We introduce the design of E-MACs, Message Authentication Codes for Encrypted

messages. By proposing the first instance of E-MACs, we show how the structure of the

E&M and MtE systems can be utilized to increase the efficiency and security of the au-

thentication process. In particular, we show how a universal hash function based E-MAC

can be computed with fewer operations than what standard universal hash functions based

MACs require. That is, we will demonstrate that universal hash functions based E-MACs

can be implemented without the need to apply any cryptographic operation to the com-

pressed image. Moreover, we will also demonstrate that E-MACs can further utilize the

special structures of the E&M and MtE systems to improve the security of the authenti-

cation process. That is, we will show how universal hash functions based E-MACs can be

secured against the key-recovery attack, to which standard universal hash functions based

MACs are vulnerable. Finally, we will show that the extra confidentiality requirement on

E-MACs can be achieved rather easily, again, by taking advantage of the E&M and MtE

structures.
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The rest of the chapter is organized as follows. In Section 4.2, the security model that

will be used to analyze the proposed E-MACs is described. An instance of E-MACs is

proposed in Section 4.3. The performance of E-MACs compared to their counterpart MACs

is discussed is Section 4.4. The security analysis of the proposed E-MAC and the security

of the generic compositions constructed using the proposed E-MAC are detailed in Section

4.5. Section 4.6 is dedicated to the discussion of the key-recovery vulnerability of universal

hash functions based MACs and the description of how E-MACs can utilize the structures

of the E&M and MtE systems to overcome this vulnerability. The chapter is summarized

in Section 4.7.

4.2 Security Model

In this chapter, we adopt the standard security model to analyze MACs. In general, an

adversary in a message authentication scheme is a probabilistic algorithm A, which is given

oracle access to the signing and verifying algorithms S(K, ·) and V(K, ·, ·) for a random but

hidden choice of K. A can query S to generate a tag for a plaintext of its choice and ask

the verifier V to verify that τ is a valid tag for the plaintext. Formally, A’s attack on the

scheme is described by the following experiment:

1. A random string of length κ is selected as the shared secret.

2. Suppose A makes a signing query on a message M . Then the oracle computes an

authentication tag τ = S(K,M) and returns it to A. (Since S may be probabilistic,

this step requires making the necessary underlying choice of a random string for S,

anew for each signing query.)

3. Suppose A makes a verify query (M, τ). The oracle computes the decision d =

V(K,M, τ) and returns it to A.

The verify queries are allowed because, unlike the setting in digital signatures, A cannot

compute the verify predicate on its own (since the verify algorithm is not public). Note that

A does not see the secret key K, nor the coin tosses of S.
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The adversary can query the signing oracle for q times before attempting the forgery

attempt. The outcome of running the experiment in the presence of an adversary is used

to define security. As in [34], we say that the MAC algorithm is weakly unforgeable against

chosen-message attacks (WUF-CMA) if A cannot make a verify query (M, τ) which is

accepted for an M that has not been queried to the signing oracle S. We say that the MAC

algorithm is strongly unforgeable against chosen-message attacks (SUF-CMA) if A cannot

make a verify query (M, τ) which is accepted regardless of whether or not M is new, as long

as the tag has not been attached to the message by the signing oracle.

4.3 The Proposed E-MAC

In this section, we describe an instance of E-MACs and use it to construct two generic

authenticated encryption compositions: one is based on the Encrypt-and-MAC (E&M)

composition and the other is based on the MAC-then-Encrypt (MtE) composition.

4.3.1 Overview of the Proposed E-MAC

The basic goal of any encryption scheme is message privacy; that is, given the ciphertext,

it must be hard for an adversary without the knowledge of the decryption key to recover

the plaintext. Since the main objective of this chapter is to introduce the general idea

of utilizing the encryption operation for better designs of MACs and not to target any

specific application, the proposed E-MAC is designed to work with any secure encryption

scheme. Thus, the only assumption that we make on the underlying encryption scheme is

indistinguishability under chosen plaintext attacks (IND-CPA), as defined in Section 2.4.1.

Just like fast MACs, the proposed E-MAC utilizes universal hash families in the Carter-

Wegman style. However, as opposed to universal hash functions based MACs, we will show

that E-MACs can be secure without any post computation performed on the compressed

image. (Recall that universal hash functions based MACs have two rounds of computations:

1. message compression using universal hash functions and, 2. output transformation,

which in most practical applications a pseudorandom function applied to the compressed

image [42, 106].) That is, as will be shown in the remaining of this section, the structure
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of the authenticated encryption system can be utilized to eliminate the need to employ

pseudorandom function families. Thus, improving the speed of the MAC and reducing the

required amount of shared key information (the key needed to identify the pseudorandom

function).

Before we proceed with the detailed description of the proposed E-MAC, we emphasize

that the universal hash family used for the implementation of the proposed E-MAC is not

the only possible solution. As mentioned earlier, the goal of this chapter is not to come

up with any specific design but rather the general idea of utilizing of the structure of the

authenticated encryption composition to improve the security and efficiency of message

authentication. In fact, any ε-almost-∆-universal (ε-A∆U) hash family, such as the MMH

family of Halevi and Krawczyk [104] or the NH family of Black et al. [42], will satisfy the

security requirements detailed in Section 4.5, as can be seen in the proof of Theorem 3 and

the remark following it. (The ε-A∆U is a stronger notion than ε-AU given in Definition 1;

interested readers may refer to [104] for a formal definition of ε-A∆U hash families.)

Furthermore, different assumptions about the underlying encryption algorithm may lead

to different constructions of E-MACs. We only show here how the IND-CPA security of the

underlying encryption algorithm can be utilized to improve the efficiency and security of

message authentication. In the next chapter, the assumption that the encryption algorithm

is also a strong pseudorandom permutation will be utilized for further improvements in

E-MACs performance.

The only operations required to implement the proposed E-MAC are modular addition

and multiplication (i.e., operations over the integer ring Zn, for a finite integer n). For the

proposed universal hash family to be secure against message modification, and to ensure

a 21−N -AU hashing, where N is the length of the authentication tag,1 the multiplication

needs to satisfy two properties.

Property 1. For any two integers α and β in Zn, if n divides αβ, then one of the integers

α and β must be the zero element. Formally, the following one-way implication must hold.

{αβ ≡ 0 mod n} ⇒ {α ≡ 0 ∨ β ≡ 0 mod n} (4.1)

1In Section 4.5, a tighter bound will be derived in the proof of Theorem 3.
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Property 1 is satisfied by any Zn that is also an integral domain [111].

Property 2. Given an integer k ∈ Z∗n, for an r uniformly distributed over Zn, the value δ

given by:

δ ≡ rk mod n (4.2)

is uniformly distributed over Zn.

Property 2 is satisfied by any Zn that is also a field (it is a direct consequence of the fact

that every nonzero element in a field is invertible). Since every field is an integral domain,

and every integer ring Zp, where p is prime integer, is a field, multiplication modulo p satisfies

both properties.2 Thus, the operations used for the rest of the chapter are performed over

the integer field Zp.

4.3.2 Encrypt-and-MAC Composition

In this section, we describe a construction based on the Encrypt-and-MAC (E&M) generic

composition.

4.3.2.1 Instantiation

Assume legitimate users agreed on using an encryption algorithm, E , that provides indistin-

guishability under chosen plaintext attacks (IND-CPA). Based on a security parameter, N ,

choose p to be a largest prime integer less than 2N (for instance, p = 232 − 5 for N = 32).

Define K := (k1, k2, . . . , kB), for ki’s drawn uniformly and independently from the multi-

plicative group Z∗p, to be the shared secret key that will be used for message authentication.

As in typical universal hash functions, depending on the values of N and B, the key might

be long. One way to generate such a key is via a pseudorandom generator, e.g., [44, 108].

In such a case, only the seed of the pseudorandom generator is required to be distributed

to the legitimate parties. Note further that this key generation operation is performed only

once during the instantiation phase. That is, once the key is generated, it can be used to

2In fact, any finite integral domain is also a field [67].
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authenticate an arbitrary number of messages. Thus, the key generation does not affect the

complexity of the overall system.

As in symmetric-key cryptographic systems, the shared secret is distributed to the le-

gitimate users via a secure channel. With the knowledge of the shared secret, legitimate

users can exchange subsequent messages, over insecure channels, in an authenticated and

confidential way. Observe, however, that the encryption key, KE , in our setup is indepen-

dent of the authentication key, K. Only the shared keys are assumed to be secret; all other

parameters such as N , B, and p are publicly known.

4.3.2.2 Authentication

Define MaxLen := N(B − 1)− 1 to be the upper bound on the length of plaintext messages

(in bits) to be authenticated. Append the bit ‘1’ to the end of the message, M , and divide

M into blocks of length N -bits; that is, M = m1||m2|| . . . ||mL, where L = d|M |/Ne ≤ B−1

and |mi| = N for all i’s except possibly mL. (We overload mi to denote both the binary

string in the ith block and the unsigned integer representation of the ith block as an element

of Zp in a big-endian format; the distinction between the two representations will be omitted

when it is clear from the context.)

Remark 1. We emphasize that each message block, mi, is considered an element of Zp not

Z2N . That is, if two distinct N -bit integers are congruent modulo p, they are considered

the same message block. Note, however, that this does not have a noticeable impact on

the the performance of the system since only a negligible portion of N -bit integers will be

congruent modulo the largest N -bit prime. For instance, if N = 32, only five 32-bit integers

are congruent module 232 − 5.

Now, for every message M to be encrypted and authenticated, the sender generates an

integer r drawn uniformly at random from Zp (this r represents the coin tosses of S). We

emphasize that r must be independent of all r’s generated to authenticate other messages.

The sender encrypts (M, r) and transmits the resulting ciphertext c = E(M, r) to the

intended receiver (recall that the encryption key is independent of the E-MAC key). The
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Figure 4.1: A block diagram illustrating the use of E-MAC to construct an Encrypt-and-

MAC (E&M) generic composition. A random number, r, is appended to the plaintext

message. The resulting M ||r is compressed according to equation (4.3) and the same M ||r

goes to the encryption algorithm. The output of the encryption algorithm and E-MAC are

concatenated and transmitted to the intended receiver.

N -bit long tag of message M is computed as:

τ =

L∑
i=1

kimi + kBr mod p, (4.3)

where mi denotes the ith block of message M .

A block diagram depicting the use of the proposed E-MAC for the construction of an

Encrypt-and-MAC generic composition is shown in Figure 4.1.

Remark 2. Appending a ‘1’ at the end of the message is important to guarantee security

for variable-length messages. Without the ‘1’ at the end of the message, the authentication

is only secure for equal-length messages. To see that, consider messages M = m1||0 and

M ′ = m1||00, where M has only a single zero bit in its last block and M ′ has two zeros.

Then, M and M ′ will have the same authentication tag, provided the coin tosses, r, used in

both authentication is the same. Now, assume a stream cipher is used for encryption. Then,

an adversary can call the oracle on M ′ = m1||00 and obtain the outputted ciphertext and tag.

The adversary can use the same tag to authenticate the message M = m1||0 since the second

message block does not contribute to the authentication tag. Attaching a ‘1’ at the end of



39

the last message bit will make M = m1||01 and M ′ = m1||001 and, hence, the scheme can

be used to authenticate messages of different lengths (since changing the message length will

change the authentication tag in an unpredictable way depending on the key corresponding

to the last message block).

Remark 3. A misconception about universal hashing is that the key needs to be as long

as the message to be authenticated, which renders them impractical to build MACs. While

this was the case in the earliest use of universal hashing to construct unconditionally secure

MACs, this is not the case for computationally secure MACs. Therefore, we emphasize that

once the hashing key, K, is drawn, it can be used to authenticate an arbitrary number of

messages. For a message that is longer than MaxLen, it can be treated as multiple messages

each of length less than or equal MaxLen. For the rest of the chapter, without loss of

generality, we will assume messages with |M | ≤ MaxLen. Since MaxLen is a function of the

length of the shared secret key, the maximum message length is a design tradeoff. That is,

as in typical MACs based on universal hash functions, the length of the tag will increase if a

message exceeds the maximum length (since the message will be treated as multiple messages

of lengths less than or equal to MaxLen).

Remark 4. As will be formally proven in Section 4.5, the bound on the probability of

successful forgery is dependent on the security parameter, N . Depending on application,

one might require lower bounds on probability of successful forgery. A straightforward way

is to increase the security parameter to give lower probability of successful forgery. This

approach is not desired, especially for software implementations as it results in performance

degradation. Another method is to hash the same message multiple times with independent

keys. This, however, will require a much longer key. A well-studied and more efficient

method is to use the Toeplitz-extension on the hash function [172, 148] (see, e.g., [42] for a

detailed use of Toeplitz-extension to increase the security of MACs based on universal hash

functions). We omit describing this topic since it is out of the scope of this work and refer

interested readers to [172, 148, 104, 42] for more details.
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Algorithm S(K,M, r) Algorithm V(K,M, r, τ)

if |M | > MaxLen then Return 0 Break K into N -bit chunks ki’s;

L← d|M |/Ne; L← d|M |/Ne;

Break K into N -bit chunks ki’s; Break M into N -bit chunks mi’s;

M ←M ||1 τ ′ ←
∑L

i=1 kimi + kBr mod p;

Break M into N -bit chunks mi’s; if τ ′ = τ then Return 1

τ ←
∑L

i=1 kimi + kBr mod p; Return 0

Return τ

Figure 4.2: The signing and verifying algorithms of the Encrypt-and-MAC composition

using the proposed E −MAC.

4.3.2.3 Verification

Upon receiving a ciphertext c, the receiver calls the corresponding decryption algorithm

D to extract the plaintext M ||r. To verify the integrity of M ||r, the receiver computes∑L
i=1 kimi + kBr and authenticates the message only if the computed value is congruent to

the received τ modulo p. Formally, the following integrity check must be satisfied for the

message to be authenticated:

τ
?≡

L∑
i=1

kimi + kBr mod p. (4.4)

Remark 5. We emphasize that the random nonce r requires no key management. It is gen-

erated by the sender as the coin tosses of the signing algorithm and delivered to the receiver

via the ciphertext. In other words, it is not a shared secret and it needs no synchronization.

The pseudocodes describing the signing and verification algorithms of the proposed E&M

composition are shown in Figure 4.2.



41

Figure 4.3: A block diagram illustrating the use of E-MAC to construct an MAC-then-

Encrypt generic composition. A compressed image of the message is first computed accord-

ing to equation (4.5). The compressed image is then appended to the plaintext message

and the result goes to the encryption algorithm as input. The output of the encryption

algorithm is transmitted to the intended receiver.

4.3.3 MAC-then-Encrypt Composition

In this section, we describe a construction based on the MAC-then-Encrypt (MtE) generic

composition.

4.3.3.1 Instantiation

As in the E&M of the Section 4.3.2, assume legitimate users agreed on using an encryption

algorithm, E , that provides indistinguishability under chosen plaintext attacks (IND-CPA).

Based on a security parameter N , legitimate users choose p to be the largest N -bit long

prime integer. Define K := (k1, k2, . . . , kB), for ki’s drawn uniformly and independently

from Z∗p, to be the shared secret key that will be used for message authentication.

4.3.3.2 Authentication

Define MaxLen := NB − 1 to be the upper bound on the length of plaintext messages (in

bits) to be authenticated. Append the bit ‘1’ to the end of the message, M , and divide M

into blocks of length N -bits; that is, M = m1||m2|| . . . ||mL, where L = d|M |/Ne ≤ B and

|mi| = N for all i’s except possibly mL. Compute the N -bit compressed image of M as

σ =

L∑
i=1

kimi mod p, (4.5)

where mi denotes the ith block of the plaintext message, M . A block diagram depicting

the use of the proposed E-MAC to construct an MAC-then-Encrypt composition is shown
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Algorithm S(K,M) Algorithm V(K,M, τ)

if |M | > MaxLen then Return 0 Break K into N -bit chunks ki’s;

L← d|M |/Ne; L← d|M |/Ne;

Break K into N -bit chunks ki’s; Break M into N -bit chunks mi’s;

M ←M ||1 τ ′ ← E
(∑L

i=1 kimi mod p
)

;

Break M into N -bit chunks mi’s; if τ ′ = τ then Return 1

τ ← E
(∑L

i=1 kimi mod p
)

; Return 0

Return τ

Figure 4.4: The signing and verifying algorithms of the MAC-then-Encrypt composition

using the proposed E-MAC.

in Figure 4.3.

The sender encrypts (M,σ) and transmits the resulting ciphertext to the intended re-

ceiver. The ciphertext can be the encryption of the concatenation of the plaintext message

and its compressed image (i.e., c = E(M,σ)) or it can be the concatenation of the encryption

of the plaintext and the encryption of the compressed image (i.e., c = E(M), τ = E(σ)).

In either scenario, the security of the system is the same and, for the rest of the chapter,

we will assume the latter scenario (c = E(M) will denote the ciphertext and τ = E(σ) will

denote the authentication tag).

4.3.3.3 Verification

Upon receiving the ciphertext, the receiver calls the corresponding decryption algorithm D

to extract the plaintext message, M . To verify the integrity of M , the receiver computes its

N -bit long compressed image
∑L

i=1 kimi mod p, encrypts the resulting compressed image,

and authenticates the message only if the encryption of the compressed image is equal to

the received authentication tag, τ . Formally, the following integrity check must be satisfied

for the message to be authenticated:

τ
?≡ E
( L∑
i=1

kimi mod p
)
. (4.6)
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The pseudocodes describing the signing and verification algorithms of the proposed MtE

composition are shown in Figure 4.4.

4.4 Performance of E-MACs

As discussed in Section 3.1, there are three main classes of MACs that can be used in the

generic compositions of secure channels: MACs based on block ciphers, MACs based on

cryptographic hash functions, and MACs based on universal hash functions. However, uni-

versal hashing is the fastest method to construct MACs; hence, we restrict the performance

discussion to universal hashing based MACs used to construct secure channels.

Recall that universal hash function based MACs consist of two sequential operations:

a universal hashing followed by a cryptographic operation. Observe further that universal

hashing is much faster than cryptographic primitives. For instance, while universal hash

functions can run in about 0.34 cycles/byte [42], the cryptographic hash functions SHA-256

and SHA-512 run in about 23.73 cycles/byte and 40.18 cycles/byte, respectively [184]. That

is, universal hash computations are typically orders of magnitude faster than cryptographic

computations. Therefore, it is evident how eliminating the need to post-process the com-

pressed image with a cryptographic function will have a significant impact on the efficiency

of the overall construction.

Note further that, although we require the additional encryption of the coin tosses r,

this is typically performed in parallel with other plaintext blocks. That is, the encryption

of the coin tosses does not affect the performance of encryption, provided parallel comput-

ing is available. Furthermore, any IND-CPA secure mode of encryption will require some

randomness anyway, whether via the use of nonces or coin tosses [243, 138]. Therefore, the

ciphertext block corresponding to the encryption of r in our construction does not impose

extra communication overhead.

Compared to single-pass authenticated encryption algorithms, when combined with a

stream cipher, the proposed compositions will be much faster (since all secure single-pass

authenticated encryption methods are block cipher based3). This is due to the fact that

3Recall that stream cipher based authenticated encryption primitives are known to be vulnerable to
attacks.
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when combining block ciphers with universal hashing to construct secure channels, the

encryption operation is the most time-consuming process [150]. Since stream ciphers are

much faster than block ciphers, it is evident that using stream ciphers to build secure

channels will be faster [150].

Recall that the main idea allowing for the design of E-MACs is the fact that the authen-

tication tag is a function of the plaintext, which must also be encrypted. In the Encrypt-

then-MAC (EtM) generic composition, on the other hand, authentication tags are functions

of ciphertexts. Since ciphertexts must be sent in the clear, EtM compositions cannot take

advantage of E-MACs.

4.5 Security Analysis

This section is devoted to the security analysis of the proposed compositions of Sections

4.3.2 and 4.3.3. We start be stating general lemmas.

4.5.1 General Lemmas

The following lemmas are the main ingredient for the security of the proposed E-MAC.

Lemma 2. Let mi and ki be the ith message block and ith key, respectively. For a modified

message block m′i 6≡ mi mod p, the probability that kim
′
i ≡ kimi mod p is zero.

Proof: Assume m′i ≡ mi + δ mod p for some δ ∈ Zp. Then,

kim
′
i − kimi = ki(m

′
i −mi) = kiδ

?≡ 0 mod p. (4.7)

Trivially, the value δ ≡ 0 mod p satisfies the condition in equation (4.7). However, δ ≡ 0

mod p implies that the received block is identical to the transmitted one.

For all other values of δ, the condition in equation (4.7) can never be satisfied. This

is a direct consequence of Property 1, which states that for the multiplication of any two

integers in Zp to be congruent to zero modulo p, one of them must be zero. By design,

however, the key ki is not the zero element. Therefore, for any nonzero δ ∈ Zp, kiδ 6≡ 0

mod p and consequently, kim
′
i 6≡ kimi mod p for all m′i 6≡ mi mod p.
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Lemma 3. Let k1 and k2 be two secret keys in the proposed E-MAC. The probability to

choose two nonzero integers δ1 and δ2 in Zp such that k1δ1 ≡ k2δ2 mod p is at most

1/(p− 1).

Proof: Fix a δ1 ∈ Z∗p. By Property 2, the resulting (k1δ1 mod p) will be uniformly

distributed over Z∗p. Similarly, the resulting (k2δ2 mod p) is uniformly distributed over

Z∗p. Since k1 and k2 are assumed to be secret, the probability that k1δ1 ≡ k2δ2 mod p is

1/(p− 1).

4.5.2 Privacy of Compositions

Let the privacy of the proposed authenticated encryption compositions be modeled as their

indistinguishability under chosen plaintext attacks. That is, the composition is considered

to preserve data privacy if the combination of the ciphertext and authentication tag provide

indistinguishability under chosen plaintext attacks. In this section, we show that the pri-

vacy of the proposed compositions is provably secure assuming the underlying encryption

algorithm is IND-CPA secure.

Theorem 1. Let E-MACE&M be the authenticated encryption composition described in Sec-

tion 4.3.2. Then given an adversary, A, against the privacy of E-MACE&M, one can con-

struct an adversary B against E such that

Advpriv
E-MACE&M

(A) ≤ Advind-cpa
E (B). (4.8)

Theorem 1 states that if the adversary can expose private information from the pro-

posed E&M composition of Section 4.3.2, she can also break the security of the underlying

encryption algorithm. That is, if E provides IND-CPA, then the proposed authenticated

encryption composition provides data privacy. Note that private information refers not

only to the plaintext message, but also the E-MAC key and the encryption key. Before we

proceed with the proof of Theorem 1, we need the following lemma.
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Lemma 4. In the E&M composition described in Section 4.3.2, authentication tags are

statistically independent of their corresponding messages, and different authentication tags

are mutually independent.

Proof: Let the secret key K = k1||k2|| · · · ||kB be fixed. Let the plaintext message,

M , consist of L blocks, where L ≤ B − 1. Then for any tag τ ∈ Zp computed according to

equation (4.3) and any plaintext message M the following holds:

Pr(τ = τ |M = M) = Pr
(
r = (τ −

L∑
i=1

kimi) k
−1
B

)
(4.9)

=
1

p
, (4.10)

where mi denotes the ith block of the message M . Equation (4.10) holds by the assumption

that r is drawn uniformly from Zp. The existence of k−1
B , the multiplicative inverse of kB

in the integer field Zp, is a direct consequence of the fact that kB is not the zero element.

Furthermore, by Property 2, for an r drawn uniformly at random from Zp, the resulting

(kBr mod p) is uniformly distributed over Zp. Consequently, for any plaintext message

M , since the tag is a result of adding (kBr mod p) to (
∑

i kimi mod p), and since (kBr

mod p) is uniformly distributed over Zp, the resulting tag is uniformly distributed over Zp.

That is, for any fixed value τ ∈ Zp, the probability that the tag will take this specific value

is given by:

Pr(τ = τ) =
1

p
. (4.11)

Combining Bayes’ theorem [101] with equations (4.10) and (4.11) yields:

Pr(M = M |τ = τ) =
Pr(τ = τ |M = M) Pr(M = M)

Pr(τ = τ)
(4.12)

= Pr(M = M). (4.13)

Equation (4.13) implies that the tag τ gives no information about the plaintext M since τ

is statistically independent of M . Similarly, one can show that the tag is independent of

the secret key.

Now, let τ1 through τ` represent the tags for messages M1 through M`, respectively.

Let Li ≤ B − 1 be the number of blocks of message Mi, for i = 1, · · · , `. Further, let r1
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through r` be the coin tosses of the signing algorithm S for the authentication of messages

M1 through M`, respectively. Recall that ri’s are mutually independent and uniformly

distributed over Zp. Then, for any possible values of the messages M1 through M` with

arbitrary joint probability mass function, and all possible values of τ1 through τ`, we get:

Pr(τ1 = τ1, · · · , τ` = τ`)

=
∑

M1,··· ,M`

Pr(τ1 = τ1, · · · , τ` = τ`|M1 = M1, · · · ,M` = M`)

· Pr(M1 = M1, · · · ,M` = M`) (4.14)

=
∑

M1,··· ,M`

Pr
(
r1 = (τ1 −

L1∑
i=1

kim1i) k
−1
B , · · · , r` = (τ` −

L∑̀
i=1

kim`i) k
−1
B

)
· Pr(M1 = M1, · · · ,M` = M`) (4.15)

=
∑

M1,··· ,M`

Pr
(
r1 = (τ1 −

L1∑
i=1

kim1i) k
−1
B

)
· · ·Pr

(
r` = (τ` −

L∑̀
i=1

kim`i) k
−1
B

)
· Pr(M1 = M1, · · · ,M` = M`) (4.16)

=
∑

M1,··· ,M`

(1

p

)`
· Pr(M1 = M1, · · · ,M` = M`) (4.17)

= Pr(τ1 = τ1) · · ·Pr(τ` = τ`), (4.18)

where mj i denotes the ith block of the jth message Mj . Equation (4.16) holds due to

the independence of the ri’s; equation (4.17) holds due to the uniform distribution of the

ri’s; and equation (4.18) holds due to the uniform distribution of the τi’s. Therefore,

authentication tags are mutually independent, and the lemma follows.

We can now proceed with the proof of Theorem 1.

Proof: [Theorem 1] There are two functions of the plaintext that are transmitted to the

intended receiver: the ciphertext and the authentication tag. By Lemma 4, each authen-

tication tag is statistically independent of its corresponding message and the E-MAC key.

Therefore, no information about the encrypted message nor the E-MAC key can be exposed

by the observation of their corresponding tag. Furthermore, also by Lemma 4, different

authentication tags are mutually independent. Therefore, no advantage can be gained by

the observation of multiple authentication tags. Consequently, unless private information is
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exposed by the observed ciphertexts, no information about the encrypted messages or the

E-MAC key will be exposed by the observed authentication tags.

Now, let A be an adversary against the privacy of the E&M composition and let B be

an adversary with access oracle to the encryption algorithm E . Adversary A runs adversary

B to attack the privacy of observed ciphertexts. Then,

Advpriv
E-MACE&M

(A) ≤ Advind-cpa
E (B)

as desired.

We now state the theorem concerning the privacy of the MAC-then-Encrypt composition

of Section 4.3.3.

Theorem 2. Let E-MACMtE be the authenticated encryption composition described in Sec-

tion 4.3.3. Then given an adversary, A, against the privacy of E-MACMtE, one can con-

struct an adversary B against E such that

Advpriv
E-MACMtE

(A) ≤ Advind-cpa
E (B). (4.19)

The proof of Theorem 2 is similar to the proof of Theorem 1 and, thus, is omitted. The

only difference here is that the privacy of the authentication tag is not obtained from the

coin tosses, the r’s, but rather by encrypting the compressed image with the underlying

encryption algorithm.

We will now state the main theorem regarding the probability of successful forgery

against the proposed E-MAC.

4.5.3 Security of Authentication

Let Advauth
E-MAC(A) denotes adversary’s A advantage of successful forgery against the generic

compositions described in Sections 4.3.2 and 4.3.3. We give here information-theoretic

bounds on the adversary’s probability of successful forgery assuming the underlying en-

cryption algorithm is information-theoretically secure (the complexity-theoretic analog is

discussed after the theorem statement).
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Theorem 3. Let A be an adversary making a q signing queries before attempting a forgery

on the proposed E-MAC. Provided the information-theoretic security of the underlying en-

cryption scheme, the probability that A is successful is at most

Advauth
E-MAC(A) ≤


1

p
if q = 0

1

p− 1
if q > 0.

(4.20)

It is standard to pass to a complexity-theoretic analog of Theorem 3. One gets the

following. Let A be an adversary with oracle access to the generic compositions of Sections

4.3.2 and 4.3.3. Then, there is an adversary B attacking the privacy of the underlying

encryption algorithm in which

Advauth
E-MAC(A) ≤ Advind-cpa

E (B) +
1

p− 1
.

Proof: [Theorem 3] By Lemma 4, the tag is uniformly distributed over Zp. Hence, if

the adversary makes no signing queries, the probability of forging a valid tag is 1/p.

Assume that the adversary has queried the signing oracle S(K, ·) for q times and recorded

the sequence (M1, τ1), · · · , (Mq, τq).

Now, consider calling the query V(K,M ′, τ ′), where M ′ and τ ′ are any message-tag pair

of the adversary’s choice. We aim to bound the probability of successful forgery for an M ′

that has not been queried to the signing oracle; that is, M ′ 6= Mi for any i = 1, · · · , q. We

break the proof into two cases: queried tag and unqueried tag. (In the case of the E&M

composition of Section 4.3.2, ri will be denoted as the Bth block of the ith message, that is,

r = miB .)

Queried tag (M ′, τ ′ = τi): Assume that τ ′ = τi for an i ∈ {1, · · · , q}. This case rep-

resents the event that a collision in the hashing operation occurs. Then, V(k,M ′, τ ′) = 1 if

and only if the following holds:

B∑
`=1

k` m
′
`

?≡ τ ′ ≡ τi ≡
B∑
`=1

k` m` mod p, (4.21)
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where m′` denotes the `th block of M ′ and m` denotes the `th block of Mi (note that we

write m` instead of mi` for ease of notations since no distinction between different messages

is necessary). We will analyze equation (4.21) by considering the following three cases: M ′

and Mi differ by a single block, M ′ and Mi differ by two blocks, or M ′ and Mi differ by

more than two blocks.

1. Assume that only a single message block is different. Since addition is commutative,

assume without loss of generality that the first message block is different; that is,

m′1 6≡ m1 mod p. Since only the first message block is different, equation (4.21) is

equivalent to

k1m
′
1 ≡ k1m1 mod p. (4.22)

Therefore, by Lemma 2, the probability of successful forgery given a single block

difference is zero.

2. Assume, without loss of generality, that the first two message blocks are different; i.e.,

m′1 ≡ m1 + δ1 6≡ m1 mod p and m′2 ≡ m2 + δ2 6≡ m2 mod p. Then, equation (4.21)

is equivalent to

k1δ1 + k2δ2 ≡ 0 mod p. (4.23)

Therefore, by Lemma 3, the probability of successful forgery given that exactly two

message blocks are different is at most 1/(p− 1).

3. Assume that more than two message blocks are different, i.e., m′j ≡ mj + δj 6≡ mj

mod p; ∀ j ∈ J ⊆ {1, 2, · · · , B}; |J | ≥ 3. Then, equation (4.21) is equivalent to

kjδj +
∑
`∈J
`6=j

k`δ` ≡ 0 mod p, (4.24)

for some j ∈ J . Therefore, using Lemma 3 and the fact that
∑

`∈J, 6̀=j k`δ` can be

congruent to zero modulo p, the probability of success is at most 1/p. (The difference

between this case and the case of exactly two blocks is that, even if the δ’s are chosen

to be nonzero integers,
∑

`∈J, 6̀=j k`δ` can still be congruent to zero modulo p.)
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From the above three cases, the probability of successful forgery when the forged tag has

been queried to the signing oracle is at most 1/(p− 1).

Unqueried tag (M ′, τ ′): Assume now that the tag τ ′ is different than all the recorded

tags; that is, τ ′ 6= τi for any i = 1, · · · , q. If τ ′ is independent of the recorded tags, then the

probability of successful forgery is 1/p (using the fact that the tag is uniformly distributed

over Zp). Assume, however, that τ ′ is a function of τi, for an i ∈ {1, · · · , q}. Let τ ′ ≡ τi + γ

mod p for some γ ∈ Zp\{0} of the adversary’s choice. (Note that, γ can be a function of

any value recorded by the adversary.) Then, V(K,M ′, τ ′) = 1 if and only if the following

congruence holds:

B∑
`=1

k` m
′
`

?≡ τ ′ ≡ τi + γ ≡
B∑
`=1

k` m` + γ mod p, (4.25)

where m′` denotes the `th block of M ′ and m` denotes the `th block of Mi. Bellow we analyze

equation (4.25) by considering two cases: M ′ and Mi differ by a single block, or M ′ and Mi

differ by more than one block.

1. Without loss of generality, assume that M ′ and Mi differ in the first block only. That

is m′1 ≡ m1 + δ 6≡ m1 mod p and m′j ≡ mj mod p for all j = 2, · · · , B. Then,

equation (4.25) is equivalent to

k1δ ≡ γ mod p. (4.26)

Therefore, by Lemma 3, the probability of success is at most 1/(p− 1).

2. Assume now that M ′ and Mi differ by more than one block. That is, m′j ≡ mj + δj 6=

mj mod p; ∀j ∈ J ⊆ {1, 2, · · · , B}; |J | ≥ 2. Then, equation (4.25) is equivalent to

∑
j∈J

kjδj ≡ γ mod p. (4.27)

By Lemma 3 and the fact that
∑

j∈J kjδj can be congruent to zero modulo p, the

probability of success is at most 1/p.
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From the above two cases, the probability of successful forgery when the forged tag has not

been queried is at most 1/(p− 1).

Therefore, given that A has made at least one signing query, A’s probability of successful

forgery for each verify query is at most 1/(p− 1).

Remark 6. The proof of Theorem 3 gives a tighter bound on the used universal hash family.

Specifically, the case of queried tag implies that the used hash family is ( 1
p−1)-AU. Similarly,

the case of unqueried tag implies that the used hash family is ( 1
p−1)-A∆U. The proof also

illustrates why any ε-A∆U hash family can be used to construct the proposed E-MAC. That

is, any ε-A∆U hash family will have a probability of successful forgery given an unqueried

tag less than ε.

We now show that the proposed E-MACs are strongly unforgeable under chosen message

attacks (SUF-CMA). Recall that SUF-CMA requires that it be computationally infeasible

for the adversary to find a new message-tag pair after chosen-message attacks even if the

message is not new, as long as the tag has not been attached to the message by a legitimate

user [34].

Theorem 4. The E&M generic composition using the E-MAC described in Section 4.3.2

is strongly unforgeable under chosen message attacks.

Proof: Let (M, τ) be a valid message tag pair. Assume that the adversary is attempting

to authenticate the same message with a different tag τ ′. Since the plaintext message is

the same but the tag is different, the r corresponding to τ must be different than the r′

corresponding to τ ′. For the (M, τ ′) pair to be authenticated,
∑

i kimi + kBr
′ mod p must

be equal to τ ′. That is, given τ ′, r′ must be set to k−1
B (τ ′ −

∑
i kimi) mod p for the tag to

be authenticated. By Theorems 1, however, the adversary cannot expose the E-MAC’s key.

Therefore, Theorem 3 holds whether or not the message is new, as long as the tag has not

been attached to the message by the signing oracle.

The MtE composition of Section 4.3.3 requires more discussion. If the encryption algo-

rithm is deterministic, then the same message cannot be authenticated with two distinct

tags. However, the use of deterministic encryption algorithm violates the assumption that
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the underlying encryption provides indistinguishability under chosen plaintext attacks (an

encryption algorithm with IND-CPA must be probabilistic [96, 138]). Although most prac-

tical secure encryption algorithms that can be used to construct the MtE of Section 4.3.3

will result in a strongly unforgeable authentication, one can come up with an algorithm

that satisfies IND-CPA but does not result in a strongly unforgeable authentication when

used to compose the MtE system of Section 4.3.3. To guarantee strong unforgeability for

all constructions, the last message block can be replaced by a random string, in which case

the proof of strong unforgeability will be the same as the proof of Theorem 4.

4.5.4 Security of the Generic Compositions

In [34], Bellare and Namprempre defined two notions of integrity in authenticated encryption

schemes, integrity of plaintexts (INT-PTXT) and integrity of ciphertexts (INT-CTXT).

INT-PTXT implies that it is computationally infeasible for an adversary to produce a

ciphertext decrypting to a message which the sender had never encrypted, while INT-CTXT

implies that it is computationally infeasible for an adversary to produce a ciphertext not

previously produced by the sender, regardless of whether or not the corresponding plaintext

is new. By combining an encryption algorithm that provides indistinguishability under

chosen-plaintext attacks (IND-CPA) and a MAC algorithm that is unforgeable under chosen-

message attack, the work in [34] analyzes the security of the three generic compositions.

In [34], Bellare and Namprempre showed that the E&M and MtE generic compositions

are generally insecure, the results do not apply to all variants of E&M and MtE construc-

tions. For instance, as per [34], E&M compositions do not generally provide IND-CPA

because there exist secure MACs that reveal information about the plaintext (the authors

of [34] provide a detailed example). Obviously, if such a MAC is used in the construction

of an E&M system, the resulting composition will not provide IND-CPA. Unlike standard

MACs, however, it is a basic requirement of E-MACs to be as secret as the used encryption

algorithm. Indeed, Theorem 1 guarantees that the proposed E&M composition does not

reveal any information about the plaintext that is not revealed by the ciphertext.

Another result of [34] is that generic E&M and MtE compositions do not provide INT-
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CTXT. (Although the authors acknowledged that the notion of INT-PTXT is the more

natural security requirement while the interest of the stronger INT-CTXT notion is more

in the security implications derived in [34].) The reason why E&M and MtE compositions

generally do not provide INT-CTXT is that one can come up with a secure encryption

algorithm with the property that a ciphertext can be modified without changing its decryp-

tion [34]. Obviously, when such an encryption algorithm is combined with the proposed

E-MACs to construct an E&M or MtE system, since the tag is computed as a function of

the plaintext, only INT-PTXT is reached.

In practice, however, it is possible to construct E&M and MtE systems that do provide

INT-CTXT. For instance, a sufficient condition for the proposed E-MAC to provide INT-

CTXT for the composed system is to be used with a secure one-to-one encryption algorithm.

To see this observe that any modification of the ciphertext will correspond to modifying

the plaintext (since the encryption is one-to-one). Therefore, by Theorem 3, modified

ciphertexts can only be accepted with negligible probabilities. Indeed, secure E&M and

MtE systems have been constructed in practice. Popular examples of such constructions

are SSH [271], SSL [84] and TLS [64], which use variants of the E&M and MtE compositions

that are known to be secure [150, 33, 175, 237].

So far, we have shown that E-MACs can be used to replace standard MACs in the

construction of E&M and MtE systems with two additional properties: they can have

provable confidentiality and they can be more efficient. What we will show next is that

E-MACs can have another security advantage. More specifically, we will show that E-MACs

can utilize the structure of the E&M system to achieve better resilience to a new attack on

universal hash functions based MACs; namely, the key-recovery attack [106].

4.6 E-MACs and Key Recovery

Recently, Handschuh and Preneel [106] showed that, compared to block cipher based, MACs

based on universal hash functions have a key-recovery vulnerability. In principle, a small

probability of successful forgery on authentication codes is always possible. However, the

work in [106] demonstrates that, for universal hash functions based MACs, once a successful

forgery is achieved, subsequent forgeries can succeed with high probabilities. The main idea
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in their attacks is to look for a collision in the message compression phase. Once a message

that causes a collision is found, partial information about the hashing keys can be exposed.

Using this key information an attacker can forge valid tags for fake messages. We give a

detailed example below.

Example 1. Consider the universal hash family presented in this chapter. Assume an

adversary calling the signing oracle on M = m1||m2, thus obtaining its authentication tag

τ . The adversary now can call the verification oracle with M = m2||m1 and the same

tag τ . Obviously, the verification will pass if and only if k1 ≡ k2 mod p (in which case

k1m1 + k2m2 ≡ k2m1 + k1m2 mod p).

Although the verification will pass with a small probability, the adversary can continu-

ously call the verification oracle with M = m2||αim1, for different αi’s until the message is

authenticated. Let M = m2||αm1 be the message that passes the verification test, for some

α ∈ Z∗p. Then, the relation

k1 ≡ βk2 mod p, (4.28)

where β = (αm1−m2)(m1−m2)−1 is exposed to the adversary. With this knowledge, a man

in the middle can always replace the first two blocks, m1||m2, of any future message M with

β−1m2||βm1 without violating its tag. This is because k1(β−1m2)+k2(βm1) ≡ k2m2 +k1m1

mod p regardless of values of m1 and m2.

Handschuh and Preneel [106] defined three classes of weak keys in universal hash func-

tions. Each class can be exploited in a way similar to the one discussed in the above example

to substantially increase the probability of successful forgery after a single collision. This

attack is shared by all universal hash based MACs [106]. As per [106], the recommended

mitigations to this attack are to use the less efficient block cipher based MACs, or not to

reuse the same hashing key for multiple authentication.

Compared to standard MACs, however, E-MACs can utilize the structure of the E&M

and MtE systems to overcome the key-recovery problem discovered in [106]. Consider the

E-MAC proposed in Section 4.3, and recall that a random number r ∈R Zp is generated

internally in the E&M process. In the basic construction of Section 4.3, the goal of r
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is to encrypt the authentication tag. However, the random r can play a pivotal role in

key-recovery security.

In the basic construction in Section 4.3, the universal hashing key is K = k1||k2|| · · · ||kB
and the authentication tag is computed as:

τ =
L∑
i=1

kimi + kBr mod p. (4.29)

Now, with the same shared key, consider another use of r. More specifically, let the authen-

tication tag be computed as follows:

τ =

L∑
i=1

(ki ⊕ r)mi + kBr mod p. (4.30)

In other words, r can be used to randomize the key in every authentication call.

Assume the same attack described in Example 1 and let M = m2||αm1 passes the

verification test, for some α ∈ Z∗p. This time, however,

k′1 ≡ βk′2 mod p, (4.31)

where k′1 = k1 ⊕ r, k′2 = k2 ⊕ r, and β = (αm1 −m2)(m1 −m2)−1 is the relation revealed

to the adversary. For any future authentication, the sender will generate a new random

number r′ that is independent of r. Thus, the keys that will be used for authentication will

be k′′1 and k′′2 , where k′′i = ki ⊕ r′ for i = 1, 2. That is, from the standpoint of key-recovery

attacks, by using equation (4.30) instead of equation (4.29), different authentication tags

are computed with different keys. Therefore, finding a collision in the message compression

phase does not lead to information leakage about the keys, as long as the same nonce does

not authenticate different messages. (Note that there is no need to randomize kB since it

is independent of the message to be authenticated.)

Remark 7. This shows how the system can be designed to utilize the authenticated encryp-

tion application to increase the robustness of universal hash functions based E-MACs. This

could not have been achieved without the use of the fresh random number r that was secretly

delivered to the verifier as part of the ciphertext.
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4.7 Summary

In this chapter, we studied the generic composition of authenticated encryption systems.

We introduced E-MACs, a new symmetric-key cryptographic primitive that can be used

in the construction of E&M and MtE compositions. By taking advantage of the E&M

and MtE structures, the use of E-MACs is shown to improve the efficiency and security

of the authentication operation. More precisely, since the message to be authenticated is

encrypted, universal hash functions based E-MACs can designed without the need to apply

cryptographic operations on the compressed image, since this can be replaced by operations

performed by the encryption algorithm. Further, by appending a random string at the end

of the plaintext message, E-MAC can be secured against key-recovery attacks.
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Chapter 5

UTILIZING BLOCK CIPHER SECURITY:
KEYLESS MACS

In the previous chapter, we showed how the IND-CPA security of encryption algorithms

can be utilized to improve the efficiency of MAC algorithms. In this chapter, we show how

the pseudorandomness property of encryption algorithm can be utilized to further improve

MACs efficiency. We propose a new security model that captures the differences between

standard MACs and those used in the design of MtE or E&M generic compositions. We then

utilize the new model to design a new MAC that is faster than the fastest MAC reported in

the literature of cryptography. We show that, when coupled with a strong pseudorandom

permutation (i.e., a block cipher), the first secure keyless MAC in the literature of cryptog-

raphy (named “KMAC”) can be constructed. KMAC utilizes the security of the encryption

primitive, and the special structure of the MtE and E&M compositions, to considerably

improve the efficiency of message authentication, even when compared to the fastest MAC

algorithms in the literature. We also show that the proposed construction gives better

performance even when compared to the most efficient dedicated authenticated encryption

schemes in the literature.

5.1 The New Security Model

In this section, we will describe one of the main contributions of this chapter. Namely,

the details of the new model that will be used for analyzing MACs used in the MtE and

E&M generic compositions. Note that this model can be used to analyze the security of the

E-MACs introduced in Chapter 4. However, while the security of the E-MAC proposed in

Chapter 4 can be proven using the standard security model, the security of KMAC (which

is an instance of E-MACs) cannot be proven using the standard security model. Therefore,

we delayed the formal description of the new model to this chapter.
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Recall that, in the standard setup, a message authentication scheme consists of two

algorithms: a signing algorithm S and a verifying algorithm V. While the signing algorithm

might be probabilistic, the verifying algorithm is usually not. On input a key K and a

message M , algorithm S outputs a string τ called the authentication tag, or simply the tag

of M . On input a key K, a message M , and an authentication tag τ , algorithm V outputs

the bit 1 when the message is authentic, and the bit 0 when the message is not.

To model the security of a message authentication scheme, a probabilistic polynomial

time adversary, A, is given oracle access to the signing and verifying algorithms. After

calling the signing and verifying algorithms a polynomial number of times on messages of

its choice and observing the outputs, A attempts to generate a new massage-tag pair that

will be accepted as valid, for a tag that has not been attached to the message by the signing

oracle.

This standard model, however, does not properly address the security of message au-

thentication codes in our setup. To see why, observe that the message to be authenticated

in our setup must also be encrypted. That is, what the intended destination receives is

a ciphertext-tag pair, as opposed to plaintext-tag pair in the standard model. As will be

demonstrated in the remainder of the chapter, this observation is critical for the design of

more efficient MACs to be used in the construction of the MtE or E&M generic composi-

tions.

To properly model the security of MACs in our setup, we introduce the following modifi-

cation. Let E be the underlying encryption algorithm. Depending on the mode of operation,

E may or may not require the use of a nonce for encryption. If the encryption algorithm

requires the use of nonces, the input to the algorithm is a nonce-message pair (N,M);

otherwise, the input to the encryption algorithm is simply a plaintext message M . In the

proposed model, the signing oracle internally calls the encryption algorithm and outputs

a ciphertext-tag pair. That is, given an encryption algorithm E , on input a key K, and a

nonce-message pair (N,M), the signing algorithm SE(K,N,M) outputs (c, τ), where c is

the ciphertext corresponding to (N,M) and τ is the authentication tag. (For the special

case in which the MAC is keyless, as in our proposed MAC, or if the encryption algorithm

does not requires the use of a nonce, the key K and the nonce N can be the empty string
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λ.)

The verifying oracle must also be modified to properly model the system. That is, given

the decryption algorithm D corresponding to E , on input a key K, a nonce N , a ciphertext

c, and an authentication tag τ , the verifying oracle VD outputs a bit, with 1 standing for

accept and 0 for reject. We ask for a basic validity condition, namely that authentic tags

are accepted with probability one. That is, if (c, τ) = SE(K,N,M), it must be the case that

VD(K,N, c, τ) = 1 for any encryption/decryption algorithms, key K, nonce N , ciphertext

c, and authentication tag τ .

As in the standard model, an adversary is a probabilistic polynomial time algorithm, A.

The adversary is given oracle access to algorithms SE(K, ·, ·) and VD(K, ·, ·, ·) for a random

but hidden choice of K. A can query SE to generate a ciphertext-tag pair for a none-message

of its choice and ask the verifier VD to verify that (N, c, τ) is a valid tuple. Formally, A’s

attack on the scheme is described by the following experiment:

1. A random string is selected as the shared secret, K.

2. Suppose Amakes a signing query (N,M). The oracle computes (c, τ)← SE(K,N,M),

the ciphertext-tag pair, and returns it to A. (Since SE is typically probabilistic, this

step requires making the necessary coin tosses, anew for each signing query.)

3. Suppose A makes a verify query (N, c, τ). The oracle computes the decision d =

VD(K,N, c, τ) and returns it to A.

Note that the encryption and decryption algorithms require a secret key, call it KE , which

is independent of the MAC key K. Note also that A does not see the encryption-decryption

key, the MAC key, nor the coin tosses of SE .

An adversary is said to be nonce-respecting if she never repeats a nonce. That is, after

calling the signed encryption oracle on (N,M), the adversary never asks its oracle a query

(N,M ′), regardless of the oracle responses. We emphasize, however, that the nonce used in

the forgery attempt may coincide with a nonce used in one of the adversary’s queries to the

signing oracle.
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A can query the signing oracle q number of times and record the outputs. A then stops

and attempts its forgery. The outcome of running the experiment in the presence of an

adversary is used to define security. We say that A is successful if it is nonce-respecting and

makes a verify query (N, c, τ) which is accepted, for an (N, c, τ) tuple that has not been

outputted by the signing oracle SE .

5.2 The Proposed KMAC

In this section, we describe the details of the proposed keyless MAC (KMAC). Obviously,

no keyless MAC can be secure in the standard settings. The novelty of this work, however,

is to utilize the non-malleability [65] of encryption algorithms and the special structure of

the MtE and E&M compositions (captured by the new security model of section 5.1), to

come up with the first secure keyless MAC. To the best of our knowledge, the utilization of

the special characteristics of the generic composition of authenticated encryption schemes,

as we do in this work, has not appeared the cryptographic literature. For the rest of the

chapter, we will describe only the E&M composition. However, the main concepts can also

be applied to MtE. We start by specifying the necessary conditions that must be satisfied

by an encryption algorithm to be used in our construction.

5.2.1 Requirements on Encryption

The main idea behind the efficiency of the proposed authentication scheme is to assume that

the encryption algorithm, E , acts as a random permutation, so that the effect of changing

one plaintext bit will have an impact on all ciphertext bits. However, since building random

permutations for messages of arbitrary lengths is impractical, one must resort to modes of

encryptions based on pseudorandom permutations (i.e., block ciphers). To simulate a secure

pseudorandom encryption, the following are necessary conditions the encryption algorithm

must satisfy.

1. Encryption is probabilistic (this is required to achieve indistinguishability under cho-

sen plaintext attacks [96]),
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Figure 5.1: Illustration of the cipher block chaining (CBC) non-parallelizable mode of en-

cryption. N is a nonce, r is the coin tosses of the signing algorithm, M [i] is the ith plaintext

block of a message consisting of k blocks, and c[i] is the ith ciphertext block.

2. plaintext blocks must be processed by a block cipher in which its input-output relation

cannot be distinguished from a random permutation using reasonable resources (most

practical block ciphers are believed to be pseudorandom permutations [138]),

3. encryption is secure against cut-and-past attacks (in which two encryptions of different

messages under the same key are combined to form a new ciphertext [38]); this implies

that swapping two ciphertext blocks does not decrypt to swapping their corresponding

plaintext blocks, except with a negligible probability; it also implies that truncating

a given ciphertext does not decrypt to the truncation of its corresponding plaintext.

To support our claim of generic composition, we give in Figures 5.1 and 5.2 two different

modes of encryption that can be used in our construction; other modes of encryption can

also be used provided they satisfy the above necessary conditions. In Figure 5.1, we show an

example based on the non-parallelizable cipher block chaining (CBC) mode of encryption

(variants of the CBC mode, such as the propagating cipher block chaining (PCBC) can

also be used). In the example of Figure 5.1, N is a nonce which can simply be a counter

that increments every time the encryption oracle is called (similar to the initialization

vector (IV) in the standard CBC mode, N will ensure that the encryption algorithm is
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Figure 5.2: Illustration of the counter based parallelizable mode of encryption. N is a nonce,

ctr is a counter that increments each block, r is the coin tosses of the signing algorithm, M [i]

is the ith plaintext block of a message consisting of k blocks, and c[i] is the ith ciphertext

block.

probabilistic). r is the coin tosses of the signing algorithm that plays an important role

in message authentication. While r must remain secret, N is transmitted to the intended

receiver in clear text format since both N and c are required for decryption.

Since non-parallelizable modes of encryption can be inefficient in scenarios where parallel

computing is available, we show in Figure 5.2 a parallelizable mode that satisfies the above

conditions. The mode of encryption of Figure 5.2 utilizes the use of a nonce and a counter.

The concatenation of the nonce and the counter is of length equal to that of the block

cipher key. The same nonce cannot be used twice for two encryption operation unless a

new key for the block cipher has been randomly selected. The maximum length of plaintext

messages that can be encrypted using the algorithm of Figure 5.2 is exponential in the

length of the counter. Since typical key lengths are sufficiently long (e.g., 128, 192, or 256

in AES), deciding these two parameters is not a challenging issue. For example, choosing

|N | = 88 and |ctr| = 40 when the key length is 128 can be found in [147]. Similar to the

mode of encryption in Figure 5.1, both the nonce, N , and the ciphertext, c, are required

for decryption.
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To see that the necessary conditions listed above are satisfied by both modes of encryp-

tion of Figures 5.1 and 5.2, observe that the first condition is satisfied via the use of the

nonce. The second condition is satisfied by both modes of encryption of Figures 5.1 and

5.2 by the use of a block cipher that satisfies the strong pseudorandomness property. The

fact that swapping two ciphertext blocks does not decrypt to their corresponding plaintext

blocks is satisfied by the mode of encryption of Figure 5.1 via its serialized nature and

satisfied by the mode of encryption of Figure 5.2 via the use of the nonce and counter.

One way of guaranteeing that truncating a given ciphertext does not decrypt to the trunca-

tion of its corresponding plaintext can be achieved by encoding the message with a unique

End-of-Message character.

5.2.2 KMAC Description

Let M be the plaintext message to be authenticated and n be a security parameter agreed

upon by legitimate users. (For ease of notation, we will assume that n is equal to the size of

the block cipher used to construct the encryption algorithm; we emphasize, however, that

n can be different.) Append a unique End-of-Message character to the end of M and divide

M into k := d |M |n e blocks, each of length n-bits, except possibly the kth block. Append the

kth block of M with ` zeros, where ` = n −
(
|M | (mod n)

)
, so that it becomes an n-bit

long string. Let σ be the n-bit compressed image of M , evaluated as follows.

σ =

k∑
i=1

M [i] (mod 2n), (5.1)

where M [i] denotes the ith block of the message M . (We overload M [i] to denote both the

n-bit binary string in the ith block and its integer representation as an element of Z2n in a

big-endian format; the distinction between the two representations will be omitted whenever

it is clear from the context.)

Given a plaintext message M , compute its compressed image according to equation

(5.1). Generate a string r, drawn uniformly at random from {0, 1}n, and append it to the

message M (for the rest of the chapter, r will be referred to as the coin tosses of the signing

algorithm). We emphasize that the r’s generated at different signing operations must be
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mutually independent. Using the underlying encryption algorithm E , encrypt r||M to get

the corresponding ciphertext; i.e.,

c = E(N, r||M), (5.2)

where N is a nonce (assuming the encryption algorithm requires the use of nonces). The

authentication tag of M is simply

τ = σ + r (mod 2n). (5.3)

The tuple (N, c, τ) from equations (5.2) and (5.3) is then transmitted to the intended re-

ceiver.

Given (N, c), the intended receiver decrypts the ciphertext to obtain the plaintext mes-

sage, M , and the coin tosses, r. The receiver then breaks M into its n-bit blocks (the

M [i]’s), computes the modular summation
∑

iM [i] + r (mod 2n), and authenticates the

message if and only if the summation is congruent to the received tag τ . Formally, the

following integrity check must be satisfied to validate the message

τ
?≡

k∑
i=1

M [i] + r (mod 2n). (5.4)

Remark 8. We emphasize that r requires no key management; that is, it is not a shared

one-time pad. The coin tosses, r, is delivered to the receiver via the ciphertext, just like the

plaintext message.

In the security analysis of the remainder of the chapter, we assume that the parallelizable

mode of encryption of Figure 5.2 is used with KMAC for the generic composition. The main

ideas can also be used to analyze the construction when the mode of encryption of Figure

5.1 is used; only few modifications are needed.

5.3 Security Analysis

In this section, we will analyze the security of the composition in Section 5.2. The analysis

will illustrate the importance of the new model of Section 5.1 for the design of highly efficient

and highly secure MACs.
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5.3.1 General Lemma

We start here by stating the a general lemma that will be used for the remaining of this

section.

Lemma 5. In the proposed KMAC of Section 5.2, authentication tags are statistically

independent of their corresponding plaintext messages. Furthermore, authentication tags

corresponding to different messages are mutually independent.

Proof: Recall that the coin tosses, r, generated during the E&M process of Section

5.2 is uniformly distributed over the set of all possible n-bit binary strings, {0, 1}n. Then,

for any possible value of τ computed according to equation (5.3), and any possible plaintext

message M , the following holds:

Pr
[
τ = τ |M = M

]
= Pr

[
r = (τ −

k∑
i=1

M [i])
]

= 2−n, (5.5)

where M [i] denotes the ith block of the plaintext message M , and τ , M , and r, denote

the random variables representing the values of τ , M , and r selected according to their

respective distributions.

Furthermore, for an r drawn uniformly at random from {0, 1}n, by Lemma 1, the re-

sulting tag is uniformly distributed over {0, 1}n. That is, for any fixed value τ ∈ Z2n , the

probability that the tag will take this specific value is given by:

Pr
[
τ = τ

]
= 2−n. (5.6)

Combining Bayes’ theorem [101] with equations (5.5) and (5.6) yields:

Pr
[
M = M |τ = τ

]
=

Pr
[
τ = τ |M = M

]
Pr
[
M = M

]
Pr
[
τ = τ

] (5.7)

= Pr
[
M = M

]
, (5.8)

for any plaintext M and any authentication tag τ . That is, authentication tags are statisti-

cally independent of their corresponding plaintext messages. In other words, the observation

of an authentication tag gives no information about its corresponding plaintext message, as

required.
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To show that different authentication tags are mutually independent, letM1 throughM`

denote the random variables representing the experiments of drawing messages M1 through

M` according to any arbitrary probabilistic distribution. Similarly, let τ1 through τ` denote

the random variables representing the authentication tags corresponding to messages M1

through M`, respectively. Further, let r1 through r` be the random variables representing

the coin tosses of the signing algorithm SE for the authentication of messages M1 through

M`, respectively. Recall that the ri’s are mutually independent and identically distributed

(iid) uniform random variables drawn from {0, 1}n. Then, for any possible values of the

messages M1 through M` with arbitrary joint probability mass function, and all possible

values of τ1 through τ`, we get:

Pr
[
τ1 = τ1, · · · , τ` = τ`

]
=
∑

M1,··· ,M`

Pr
[
τ1 = τ1, · · · , τ` = τ`|M1 = M1, · · · ,M` = M`

]
· Pr

[
M1 = M1, · · · ,M` = M`

]
(5.9)

=
∑

M1,··· ,M`

Pr
[
r1 =

(
τ1 −

k∑
i=1

M1[i]
)
, · · · , r` =

(
τ` −

k∑
i=1

M`[i]
)]

· Pr
[
M1 = M1, · · · ,M` = M`

]
(5.10)

=
∑

M1,··· ,M`

Pr
[
r1 =

(
τ1 −

k∑
i=1

M1[i]
)]
· · ·Pr

[
r` =

(
τ` −

k∑
i=1

M`[i]
)]

· Pr
[
M1 = M1, · · · ,M` = M`

]
(5.11)

=
∑

M1,··· ,M`

2−n · · · 2−n · Pr
[
M1 = M1, · · · ,M` = M`

]
(5.12)

= Pr
[
τ1 = τ1

]
· · ·Pr

[
τ` = τ`

]
, (5.13)

where Mj [i] denotes the ith block of the jth message Mj . Equation (5.11) holds due to the

mutual independence of the ri’s; equation (5.12) holds due to the uniform distribution of

the ri’s; and equation (5.13) holds due to the uniform distribution of the τi’s. Therefore,

authentication tags are mutually independent, and the lemma follows.
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5.3.2 Authenticity of the Construction

Before we provide an upper bound on the probability of successful forgery, we give an

informal discussion on how the structure of the E&M composition will be utilized. Recall

that, in standard MACs, the security is modeled by the adversary’s probability of predicting

a valid authentication tag for a certain message. That is, given the adversary’s knowledge

of a polynomial number of valid message-tag pairs, the goal of the adversary is to forge a

new message-tag pair that will be accepted as valid.

MACs in E&M compositions, on the other hand, are fundamentally different than stan-

dard MACs. The intended receiver in an E&M system receives a ciphertext-tag pair as

opposed to message-tag pair. This implies that, even if the adversary is given the ability to

launch chosen message attacks, the adversary must come up with a ciphertext-tag pair that

will be accepted as valid for the forgery attempt to succeed. This was the key observation

behind the design of our keyless MAC, which was captured by our security model.1

Consequently, MACs in the E&M composition possess a security advantage over stan-

dard MACs. That is, unlike standard MACs, MACs in the E&M composition can benefit

from the security of the coupled encryption algorithm. We utilized this fact to relax the

security requirement on the MAC algorithm, thus, allowing for a more efficient design. For

example, observe that it is easy for an adversary to come up with two different messages

that have the same compressed image in the construction of Section 5.2. Although this is

sufficient to break the security of standard MACs, it can be insufficient to break the in-

tegrity of MACs in the E&M composition. This is because the adversary must also predict

the correct ciphertexts of forged messages in the E&M composition.

In what follows we give a formal security treatment of the proposed scheme. Let E be

the underlying encryption algorithm and define Advauth
KMAC(A) = Pr[ASE(·,·) forges ] to be A’s

advantage in breaking the authenticity of the proposed KMAC coupled with the encryption

algorithm of Figure 5.2 when given oracle access to the signing algorithm SE . In the next

1Clearly, this does not apply to the EtM generic composition. The tag in the EtM composition is a
function of the ciphertext which, obviously, must be transmitted to the intended receiver. Therefore,
MACs in the EtM compositions must be analyzed under the standard model. As mentioned earlier,
however, MACs in the MtE composition can utilize our model.
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theorem, we provide an information-theoretic statement regarding the authenticity of the

proposed scheme assuming the used block cipher, BC, is a true random permutation.

Theorem 5. Let Perm(n) : {0, 1}n → {0, 1}n be a true random permutation used to con-

struct an encryption algorithm, E, according to Figure 5.2 . Let KMAC be used to compose

the E&M system of Section 5.2 with E as the underlying encryption algorithm. Let A be

a nonce-respecting adversary making q signing queries before attempting its forgery. Then,

A’s advantage of successful forgery is at most

Advauth
KMAC(A) ≤ 21−n. (5.14)

It is standard to pass a complexity-theoretic analog of Theorem 5, but in doing this one

will need access to a BC−1 oracle in order to verify a forgery attempt, which translates into

needing the strong pseudorandom permutation assumption. One gets the following. Fix a

block cipher BC : K × {0, 1}n → {0, 1}n that is used to construct the mode of encryption

of Figure 5.2. Let A be a nonce-respecting adversary that asks q signing queries totaling

at most λ bits of payload before attempting its forgery. Then, there is an adversary B

attacking the sprp-security of the block cipher in which

Advauth
KMAC(A) ≤ Advsprp

BC (B) + 21−n, (5.15)

where Advsprp
BC (B) is as defined in equation (2.3). Furthermore, adversary B takes the same

time adversary A takes, minus the time of generating the coin tosses and the generation

and authentication of tags, and makes at most 2dλ/ne+ q + 1 oracle queries.

Proof: [of Theorem 5] When q = 0 it is rather straightforward. It follows directly

from the fact that each value of the authentication tag is equally probable (see the proof of

Lemma 5).

Now, assume A has made q signing queries and recorded the sequence

Seq =
{

(M1, N1, c1, τ1), · · · , (Mq, Nq, cq, τq)
}
, (5.16)

where Mi, Ni, ci, τi are the message, nonce, ciphertext, and tag corresponding to the ith

signing query, respectively. A then calls the verify oracle with (N, c, τ), where (N, c, τ) 6=
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(Ni, ci, τi) for any i = 1, · · · , q since otherwise A does not win by definition. We aim to

bound the probability that (N, c, τ) will be validated. Let M be the plaintext message

corresponding to the decryption of c, the ciphertext in the forgery attempt. There are two

possible strategies for forgery:

1. attempt to forge a valid ciphertext-tag pair corresponding to a specific plaintext-nonce

pair of A’s choice,

2. attempt to authenticate a ciphertext-tag pair regardless of the corresponding plaintext

(i.e., modify a recorded ciphertext-tag pair in a way undetected by the legitimate

receiver).

Call the former forgery1 and the latter forgery2.

To bound the probability of forgery1, let A attempt to falsely authenticate a message-

nonce, (M,N) pair of its choice. The first ciphertext block plays a pivotal role in this

scenario. First, observe that, for a nonce-respecting adversary, the use of the counter

prevents the concatenation of the nonce-counter of the first block of the mode of encryption

of Figure 5.2 to be the same as the concatenation of a nonce-counter of any other block in

any signing query. Therefore, if c[1], the first ciphertext block of the attempted forgery, is

not equal to any of the ci[1]’s, the first ciphertext blocks of the ci’s observed in the recorded

sequence of equation (5.16), the resulting coin toss, r, will be a random element of Z2n .

Therefore, by Lemma 1, the resulting tag is uniformly distributed over Z2n and, hence, the

adversary’s advantage of successful forgery is 2−n.

Assume now that c[1] is equal to ci[1] for an i ∈ {1, · · · , q}. There are two possible

scenarios here: either N = Ni or N 6= Ni. Let N = Ni. Then, r = ri, where r represents

the coin tosses of the attempted forgery and ri represents the coin tosses of the ith signing

query. Therefore, if M = Mi only (ci, τi) will be a valid ciphertext-tag pair and the adversary

does not win by definition. Assume now that M 6= Mi and let M [d] be a plaintext block

in which M [d] 6= Mi[d]. Then, the adversary must predict the correct value of c[d], the

dth ciphertext block of c, corresponding to M [d]. Therefore, when (c[1], N) = (ci[1], Ni) for

some i ∈ {1, · · · , q}, the adversary’s advantage of successful forgery is bounded by 2−n.
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Finally, assume that c[1] is equal to ci[1] for an i ∈ {1, · · · , q} but N 6= Ni. Then,

r is uniformly distributed over Z2n and, similar to the case in which c[1] 6= ci[1] for any

i ∈ {1, · · · , q}, the adversary’s advantage is 2−n. Consequently, the probability of successful

forgery1 is at most 2−n.

To bound the probability of forgery2, denote by M the concatenation of the coin tosses, r,

and the plaintext message (i.e., r becomes the first block of the plaintext message). Denote

by Collision the event that
∑k1

j=1M [j] ≡
∑k2

j=1Mi[j] (mod 2n) for an i ∈ {1, · · · , q}, where

k1 = d |M |n e, k2 = d |Mi|
n e, and Mi[j] denotes the jth block of the ith message. That is, M

collides with Mi, one of the recorded messages in the sequence of equation (5.16). Also,

we use Collision as the typical notation for the complement of Collision. (Note that collision

here refers to authentication tags and not ciphertexts; since E is a permutation, no distinct

plaintext messages will have the same ciphertext.)

Obviously, there are two possible scenarios here: either M will collide with one of the

Mi’s or it will not. Assume that M collides with Mi for an i ∈ {1, · · · , q}. Then, (Ni, c, τi) 6=

(Ni, ci, τi) will pass the integrity check. Let ci[d] be a ciphertext block in which c and ci

differ. Recall, however, that Perm(n) is a true random permutation; hence, M [d], the block

of M corresponding to c[d], cannot be correlated to Mi[d]. That is, from the adversary’s

standpoint, M [d] is a random element of Z2n . Therefore, if only one ciphertext block is

modified, the probability that M , the plaintext corresponding to c (the modified version of

ci), will collide with Mi is zero (since Perm(n) is a permutation). Furthermore, if more than

one ciphertext blocks are modified the probability of collision is

Pr
[
Collision

]
= Pr

[ k1∑
j=1

M [j] =

k2∑
j=1

Mi[j]
]

= 2−n. (5.17)

Assume now that M does not collide with any of the Mi’s. If no collision has occurred,

then the adversary’s probability of successful forgery is bounded by the probability of pre-

dicting the plaintext message corresponding to c and modify the tag accordingly. That is,

similar to the probability of forgery1,

Pr
[
forgery2|Collision

]
= 2−n. (5.18)
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By equations (5.17) and (5.18), the probability of forgery2 can be boun-ded by

Pr
[
forgery2

]
= Pr

[
forgery2|Collision

]
· Pr

[
Collision

]
+ Pr

[
forgery2|Collision

]
· Pr

[
Collision

]
(5.19)

≤ Pr
[
Collision

]
+ Pr

[
forgery2|Collision

]
(5.20)

= 2−n + 2−n. (5.21)

Hence, max
{

Pr
[
forgery1

]
,Pr

[
forgery2

]}
= 21−n, is A’s maximum advantage of suc-

cessful forgery, and the theorem follows.

5.3.3 Privacy of the Construction

There are two pieces of information sent to the intended receiver, the tag and the ciphertext.

Since both are functions of the plaintext message, we must show that neither one of them

reveals secret information about the confidential message. We start by giving information-

theoretic analysis of the privacy of the scheme given the observation of authentication tags.

Theorem 6. Assume that the coin tosses of SE , the r’s, are sha-red secrets (e.g., delivered

out of band). Then, when KMAC is used to construct an E&M composition as in Section

5.2, no information about plaintext messages can be reveled by the authentication tags.

Proof: By Lemma 5, each tag is independent of its corresponding message. Therefore,

by only observing a single authentication tag, the adversary cannot reveal any informa-

tion about the encrypted message. Assume now the adversary has observed the sequence

Seq = {τ1, · · · , τq} of authentication tags. By Lemma 5, different authentication tags are

mutually independent. Therefore, the observation of multiple tags gives the adversary no

extra information than what a single tag gives individually, and the theorem follows.

Recall that the coin tosses, the r’s, are delivered to the intended receiver by encrypting

them with the underlying encryption algorithm. Theorem 6 implies that as long as the

adversary cannot extract secret information about the r’s from observed ciphertexts, au-

thentication tags do not reveal any private information about encrypted messages. In other

words, the only way to attack the privacy of the composition is by attacking the security of
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the underlying encryption algorithm. To complete the analysis of the privacy of the com-

position, it remains to prove the privacy of the underlying encryption algorithm. Below, we

prove the privacy of the encryption algorithm depicted in Figure 5.2.

Consider an adversary A who has one of two types of oracles: a real encryption oracle

and a fake encryption oracle. The real encryption oracle EK(·, ·) takes as input a pair (N,M)

and returns a ciphertext c← EK(N,M). Assume that the length of the ciphertext depends

only on the length of the plaintext, that is, |c| = l(|M |). The fake encryption oracle, $(·, ·),

takes as input a pair (N,M) and returns a random string c
$← {0, 1}l(|M |). Given adversary

A and the encryption scheme EK , define

Advpriv
E (A) = Pr

[
K

$← K : AEK(·,·) = 1
]
− Pr

[
A$(·,·) = 1

]
(5.22)

to be A’s advantage of breaking the privacy of the encryption algorithm. That is, as in

standard practice (see, e.g., [218, 147]), the model of distinguishing the ciphertext from a

random string is used to model the privacy of encryption.

Theorem 7. Let E be the encryption algorithm of Figure 5.2 and let BC be the block

cipher used to construct E. Then given a nonce-respecting adversary, A, against E, one can

construct an adversary B against BC such that

Advpriv
E (A) ≤ Advprp

BC (B).

Furthermore, the experiment for B takes the same time as the experiment for A and, if A

makes at most qe oracle queries totaling at most µ bits of payload data, then B makes at

most dµ/ne+ qe oracle queries.

Theorem 7 states that, if the block cipher used to construct the encryption algorithm of

Figure 5.2 is a secure pseudorandom permutation, then the resulting encryption algorithm

provides data privacy.

Proof: [Theorem 7] Let B be an adversary against BC that uses adversary A and that

has oracle access to a function f
$← BC. Adversary B runs A and replies to A’s encryption

oracle queries using its own oracle f(·, ·) for the block cipher use in the mode of encryption

depicted in Figure 5.2 . Adversary B returns the same bit that A returns. Then,

Pr
[
K

$← K : AEK(·,·) = 1
]

= Pr
[
f

$← BC : Bf(·,·) = 1
]
, (5.23)
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since when B is given a random instance of BC it runs A exactly as if A was given the real

encryption oracle. Furthermore,

Pr
[
A$(·,·) = 1

]
= Pr

[
π

$← Perm(n) : Bπ(·) = 1
]

(5.24)

since B replies to all of A’s oracle queries with independently selected random strings.

Consequently,

Advpriv
E (A) = Pr

[
K

$← K : AEK(·,·) = 1
]
− Pr

[
A$(·,·) = 1

]
(5.25)

= Pr
[
f

$← BC : Bf(·,·) = 1
]
− Pr

[
π

$← Perm(n) : Bπ(·) = 1
]

= Advprp
BC (B), (5.26)

and the theorem follows.

5.3.4 Security of the Generic Composition

So far, we have shown that the proposed scheme provides secure authentication as long as

the used block cipher is a strong pseudorandom permutation. What we will discuss now

is the security of the overall composition. As mentioned earlier, it was shown in [34, 150]

that only the Encrypt-then-MAC (EtM) composition guarantees a secure authenticated

encryption. This, however, holds for the most general case. That is, as mentioned in

[34], many E&M compositions can construct secure authenticated encryption systems. In

fact, a secure E&M composition has been proposed by Bellare et al. in [32]. When it

comes to MAC-then-Encrypt (MtE) compositions, Maurer and Tackmann recently showed

that they can also be used to design secure authenticated encryption schemes [175]. The

analysis provided Sections 5.3.2 and 5.3.3 implies that our construction belongs to the class

of secure E&M compositions.

5.4 Performance and Security Discussions

5.4.1 Performance

First, we compare the performance of the proposed scheme with generic authenticated

encryption compositions. Then, we compare the performance of the proposed scheme with

dedicated authenticated encryption schemes.
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Table 5.1: Performance comparison of the MMH hash family of Halevi and Krawczyk [104],

the polynomial-evaluation (POLY) hash family of Bernstein [39], the NH hash family of

Black et al. [42], and the proposed KMAC. (All codes are written in the C programming

language using a machine with 3.00GHz Intel(R) Xeon(TM) 64-bit CPU running on UNIX

operating system.)

MMH family [104] POLY family [39] NH family [42] KMAC

Collision probability 2−30 2−96 2−32 2−63

Hashed image (bits) 32 128 64 64

Speed (cycles/byte) 1.2 2.4 0.34 0.03

5.4.1.1 Comparison with Generic Authenticated Encryption Schemes

The Carter-Wegman Counter (CWC) mode of authenticated encryption is a prominent

instance of generic compositions. CWC was proposed by Kohno et al. in [147] and was

later adopted in the NIST standardized Galois/Counter Mode (GCM) [69]. Although we

restrict the comparison to the CWC scheme, the key ideas of the comparison can also be

applied to any generic composition using a standard MAC for message integrity. In the

CWC mode of authenticated encryption, Kohno et al. proposed encrypting the plaintext

message using the counter (CTR) mode and then authenticating the ciphertext using a

universal hashing based MAC in the Carter-Wegman style. The universal hash family used

in [147] is based on Bernstein’s hash127 universal hash family [39].

To start, observe that the CWC scheme uses an EtM composition. Therefore, one

clear advantage of the proposed scheme is that the encryption and authentication can be

performed in parallel, while encryption must be completed before the authentication pro-

cess can take place in CWC. The major advantage of the proposed scheme, however, is

when KMAC is compared to standard universal hash-function families. In what follows, we

give a detailed performance comparison between the compression phase of KMAC and the

NH family of Black et al. [42], the fastest universal hash-function family reported in the
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literature of cryptography for software implementations. Comparison with other popular

universal hash-function families, including Bernstein’s polynomial evaluation based hashing,

is summarized in Table 5.1.

As before, let M be a message to be authenticated and write M as a sequence of

n-bit strings; i.e., M = M [1]|| · · · ||M [k], where |M [i]| = n. Similarly, let the key x =

x[1]|| · · · ||x[k] be the hashing key of the NH family. Let NHx be a random member of the

NH family determined by the key x. Then, the compressed image of M is computed as

NHx(M) =

k/2∑
i=1

[(
x[2i− 1] +M [2i− 1] (mod 2n)

)
·
(
x[2i] +M [2i] (mod 2n)

)]
(mod 22n). (5.27)

The probability that any two distinct messages will hash to the same value (i.e., collide) in

the NH family is 2−n [42]. On the other hand, the compressed image of M as computed by

the proposed KMAC is

KMAC(M) =
k∑
i=1

M [i] (mod 2n). (5.28)

That is, for a message consisting of k blocks of length n-bits, both KMAC and the

NH family require k modular additions over the integer ring Z2n . However, the NH fam-

ily requires an extra k/2 modular multiplications over the larger integer ring Z22n . Since

multiplication is more time consuming than addition, it is obvious that KMAC compu-

tations will be much faster than UMAC computations. More specifically, while addition

is performed in O(n) time, the fastest integer multiplication algorithms typically require

O(n log n log log n) time [85].2 Therefore, the proposed KMAC is O(log n log logn) faster

than the NH family of [42].

The fact that the NH family uses arithmetic over a larger integer ring will have other

performance implications. Consider the case in which n = 64. When using a 64-bit machine,

the 64-bit multiplication of NH must be split over multiple registers, while the 64-bit addition

of KMAC can be stored in one register. Furthermore, in standard compilers, there is no

integer data type of size 128-bit to accommodate the result of multiplying two 64-bit integers.

2A recent FFT-based algorithm reduced the complexity of integer multiplication to n logn 2O(log∗ n) on
a 2-tape Turing machine [85].
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Therefore, to multiply two 64-bit integers, one needs to split each integer into two 32-bit

parts and multiply with appropriate shifts. In the comparison of Table 5.1, n is set to 32

when performing NH computations to avoid the above performance degradation, while n is

set to 64 for KMAC.

As can be seen in equation (5.27), universal hash families are not cryptographic functions.

That is, the observation of multiple message-image pairs can reveal secret key information.

Therefore, in any universal hash-function family based MAC, the compressed image must

be processed with a cryptographic function to produce authentication tags. In the CWC

scheme, after encrypting the message and universally hashing its corresponding ciphertext,

one needs another block cipher call to encrypt the hashed image. In summary, in the

CWC scheme (and any EtM composition based on universal hashing), the authenticated

encryption is performed in three sequential steps: a message encryption, followed by a

universal hashing of the resulting ciphertext, followed by one block cipher call to encrypt the

hashed image. In the proposed scheme, on the other hand, encryption and authentication

can be performed in parallel, and there is no need for the last block cipher call since the

coin tosses, r, is used to encrypt the hashed image.

One of the main shortcomings of many universal hash families is the need for substan-

tially long keys. Depending on the design, the length of the hashing key can be in the

Kbits range [104]. When hash families with long keys are used, fetching the keys can be

a bottleneck [219].3 Therefore, in addition to its computational advantage, KMAC possess

another efficiency advantage over standard universal hash-function families based MACs.

Namely, the keyless property.

Note that the hash families in Table 5.1 provide a much stronger security notion than

the simple computations of the proposed KMAC: they are universal hash-function families.

Recall, however, that this is one of the main contributions of this work. That is, by utilizing

the existence of the encryption algorithm, the security requirements on the compression

function have been significantly relaxed, without jeopardizing the security of the resulting

MAC.

3In authenticated encryption compositions, however, one can overcome this bottleneck by sharing the
keys between the encryption and the hashing [37, 147].
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5.4.1.2 Comparison with Dedicated Authenticated Encryption Schemes

When compared to single-pass authenticated encryption primitives the proposed scheme

possesses simplicity and efficiency advantages. The simplicity advantage can be seen in

both the description of the scheme and its security proofs. To give efficiency comparisons,

we focus on two of the prominent dedicated authenticated encryption schemes, the IAPM

of Jutla [134] and the OCB of Rogaway et al. [218].

First, observe that both IAPM and OCB require pre-processing (whitening) plaintext

blocks before block cipher encryption. For instance, IAPM requires XORing plaintext blocks

with pair-wise differentially-uniform sequences named si. Each si is generated by performing

modular multiplication over the finite field Zp, similar to the multiplication of the MMH

family in Table 5.1 but with larger primes (the author proposed setting p = 2128 − 159 for

128-bit block ciphers and p = 264 − 257 for 64-bit block ciphers). In the OCB mode of

operation, each message block, M [i], is XORed with a string the authors denoted as Z[i].

The computation of each Z[i] requires the generation of a Gray code γi (in which each γi

and γi+1 have a Hamming distance of one), multiply two polynomials over the field GF(2n),

and then take the reminder after dividing the multiplication result by a fixed irreducible

polynomial. In the proposed scheme, plaintext blocks go to the block cipher without any

pre-processing. To the best of our knowledge, the proposed scheme is the first scheme that

does not require multiplication operations either before block cipher encryption, such as

IAPM and OCB, or after block cipher encryption, such as CWC and GCM.

Note further that both the IAPM and OCB require two block cipher calls in addition to

the block cipher calls required for encryption. The proposed parallelizable scheme requires

only one extra block cipher call. More importantly, in both the IAPM and OCB, the first and

last block cipher calls cannot be performed in parallel with other block cipher calls. That

is, the first block cipher call must be completed before the parallelizable second through

second-to-last block cipher calls which, in turn, must be completed before the last block

cipher call. Therefore, even with the ability to perform parallel computing, both the IAPM

and OCB effectively require three sequential block cipher calls. In the proposed scheme, all

block cipher calls can be computed in parallel, making the total effective computation time
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a single block cipher call.

In summary, dedicated authenticated encryption schemes must be performed in the

following sequential steps:

1. One block cipher call.

2. Parallelizable generation of whitening sequences (modular multiplications for the IAPM

and polynomial evaluations for the OCB).

3. Parallelizable block cipher calls to encrypt the whitened plaintext blocks.

4. A check-sum operation.

5. A final block cipher call to encrypt the whitened check-sum.

Note that there are also three extra XOR operations (between Steps 2 and 3, between

Steps 3 and 4, and between Steps 4 and 5). These operations are not included since the

time to perform them is almost negligible compared to the five steps above. On the other

hand, as mentioned earlier, the entire authenticated encryption scheme proposed in this

paper can be performed during a single block cipher call.

5.4.2 Security

Compared to standard universal hashing based MACs (including those used to compose

an EtM composition), the proposed KMAC has also a security advantage. Recall that,

as illustrated in Section 4.6, MACs based on universal hash functions have a key-recovery

vulnerability [106]. Obviously, being keyless, KMAC does not have the key-recovery vul-

nerability of standard universal hash functions based MACs.

5.5 Summary

In this chapter, another instance of E-MACs is introduced. The fact that the ciphertext,

as opposed to the plaintext, is transmitted to the intended receiver along with an authen-

tication tag that is a function of the plaintext, not the transmitted ciphertext, is used to



80

propose a new security model to analyze MACs in the E&M or MtE compositions. How-

ever, as opposed to assuming the encryption is only IND-CPA secure, as in Chapter 4, it

is also assumed to act as a strong pseudorandom permutation (i.e., block cipher based).

The security of the underlying encryption algorithm is then utilized to design the first se-

cure keyless MAC (called KMAC)4 in the cryptographic literature. KMAC is shown to be

O(log n log log n) faster than the fastest MAC (where n is the block size). Furthermore,

KMAC is demonstrated to construct a practical authenticated encryption scheme that is

faster than existing ones, including the fastest dedicated primitives.

4Although one may argue that the proposed scheme is not keyless, since the encryption algorithm requires
a secret key, the choice for the word “keyless” is tied to the fact that the proposed system is viewed as a
generic composition. That is, as a part of a generic authenticated encryption composition, the proposed
KMAC is indeed keyless.
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Chapter 6

UTILIZING IND-CPA SECURITY:
PROCESSING SMALL PORTIONS OF AUTHENTICATED MESSAGE

In the previous two chapters, we introduced two methods to design message authentica-

tion algorithms that utilize the coupled encryption algorithm to improve the efficiency of

authentication. In this chapter, we introduce yet another method to utilize the security of

encryption for more efficient MAC designs. The main idea of this chapter is to utilize the

IND-CPA security of encryption so that only a small portion of the message needs to be

authenticated, without affecting the integrity of the entire message.

6.1 Message Length and MAC Algorithms

In any secure MAC algorithm, every bit of the message to be authenticated must be pro-

cessed. That is, the authentication tag of a certain message must be a function of all message

bits. Intuitively, if the authentication tag is a function of all parts of the message, excluding

a small portion, any bit in this excluded portion can be modified without affecting the value

of the authentication tag, leading to easily successful forgeries. Consequently, for any secure

authentication algorithm, the required resources to authenticate a message will increase as

its length increases (resources here can be time, hardware, energy, or any combination of

them).

Obviously, one way around this is to hide the specifics on how the tag is being computed

(e.g., hiding which part of the message is not being authenticated), which is known in

the literature as “security through obscurity”. Depending on security through obscurity,

however, is highly discouraged in the literature of cryptographic research [138]. This goes

back to Kerckhoffs in one of his principles to design military ciphers: “a cryptosystem should

be secure even if everything about the system, except the key, is public knowledge [142]”.

The same principle was reformulated by Shannon (perhaps independently) as: “the enemy
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knows the system [228]”.

In this chapter, we take a fundamentally new approach to improve the computational ef-

ficiency of authenticated encryption schemes. Without adopting security through obscurity,

we introduce the first MAC in which only a small portion of the message is authenticated,

without affecting the integrity of the entire message. We introduce the p-var authenticated

encryption. Instead of relying on security by hiding the specifications of a fixed system

from adversaries, the system is randomly changing for every message to be authenticated.

However, similar to the impracticality of one-time pad cryptosystems, it is impractical to

assume legitimate users have agreed on an arbitrary number of different systems, which is

where the security of the underlying encryption comes into play. That is, information about

the randomly selected system can be delivered to the intended receiver privately via the

ciphertext.

In p-var, the system is completely determined given a relatively short prime integer. That

is, given a prime integer, p, the underlying algebraic structure under which the authentica-

tion tag is computed is the finite integer field Zp. Similar to the two variants of E-MACs

introduced in Chapters 4 and 5, the proposed p-var is provably secure. The privacy as well

as the authenticity of the p-var authenticated encryption can be proven assuming only IND-

CPA security of the underlying encryption algorithm. Therefore, unlike the KMAC scheme

of the Chapter 5, since neither the pseudorandomness nor the strong pseudorandomness

permutation assumption is required for security, the p-var scheme can be used with stream

ciphers, leading to fast authenticated encryption.

The rest of the chapter is organized as follows. In Section 6.2 we describe the used model.

In Section 6.3, we describe the details of the proposed p-var authenticated encryption. In

Section 6.4, we state and prove the security theorems of the proposed p-var. In Section 6.5,

we summarize the chapter.

6.2 Authenticated Encryption Schemes

A symmetric authenticated encryption scheme AE = (K,SE ,VD) consists of three algo-

rithms: the key generation algorithm (K), the signed encryption algorithm (SE), and the

verified decryption algorithm (VD). AE is defined over some key space KeySp and some
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message space MsgSp = {0, 1}∗. The randomized key generation algorithm K returns a

key K ∈ KeySp. The probabilistic signed encryption algorithm SE takes as input a key

K ∈ KeySp and a payload message m ∈ MsgSp, and returns a ciphertext c ∈ {0, 1}∗. The

deterministic verified decryption algorithm VD takes as input a key K ∈ KeySp and a

string c ∈ {0, 1}∗, and outputs a message m ∈ MsgSp or the bit 0 for invalid messages. We

ask for the basic validity requirement that if c = SE(K,m) then it must be the case that

VD(K, c) = m.

6.2.1 Adversarial Model

We adopt the standard adversarial model used in authenticated encryption schemes ap-

peared in [34]. The adversary is given oracle access to the signed encryption algorithm

SE(·,m). The adversary can call the SE oracle on plaintext messages of her choice and

observe the outputs. After calling the SE oracle for q times, the adversary attempts a

forgery by calling the verified decryption algorithm VD(·, c) for a ciphertext c that has not

been outputted by the signed encryption oracle. Note that the adversary does not see the

secret key K nor the coin tosses of SE . If the verified decryption oracle returns the 0 bit

for invalid, the adversary is considered unsuccessful; otherwise, the forgery attempt is said

to be successful.

Game 2 (forgery game).

1. The challenger draws a key K
$← K uniformly at random.

2. A calls the signed encryption oracle a polynomial number of times on messages of its

choice and records the corresponding ciphertexts.

3. A then calls the verified decryption oracle on a ciphertext c of its choice.

4. A wins the game if VD(K, c) 6= 0 and c has never been outputted by the signed en-

cryption oracle.
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Let Advauth
AE (A) denotes adversary’s A advantage of successful forgery against the au-

thenticated encryption scheme AE . Then, AE is said to provide message integrity if

Advauth
AE (A) ≤ negl(κ), where negl(κ) is a negligible function in the security parameter κ.

The privacy of the authenticated encryption algorithm will be modeled by its indis-

tinguishability under chosen-plaintext attacks (IND-CPA) as defined in Section 2.4.1. Let

Advind-cpa
AE (A) denotes adversary’s A advantage of breaking the IND-CPA security of the

signed encryption algorithm AE . Then, AE is said to be IND-CPA secure if Advind-cpa
AE (A) ≤

1

2
+ negl(|K|), where negl(|K|) is a negligible function in the security parameter (the length

of the secret key).

6.3 The p-var Scheme

The proposed scheme is a secure instance of the MAC-then-Encrypt (MtE) generic compo-

sition. The new idea proposed in this chapter is related to the MAC part of the scheme;

the encryption part can be any IND-CPA secure one. Therefore, in the rest of the chapter,

p-var can refer to either the overall authenticated encryption system or the MAC part of

the system, since the distinction is technically irrelevant in our discussion.

6.3.1 The Basic Idea

The main idea of the proposed scheme is to compute authentication tags over different prime

fields. To do that, the transmitter generates a new prime integer p for every authenticated

encryption operation, compute the authentication tag over the finite integer field Zp, and

privately convey the used prime integer to the intended receiver via the ciphertext. That

is, every authentication tag is computed modulo a prime p, for a randomly chosen prime

p (thus the name p-var for varying p). Therefore, unlike standard message authentication

schemes, security is not only obtained from the secrecy of the key, but also from the secrecy

of the prime field under which the tag is computed.

In practical setups, it is impractical to use a different prime filed to compute different

authentication tags (similar to the impracticality of managing one-time keys). Since it is an

authenticated encryption system, however, the new prime can be delivered to the intended
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receiver via the ciphertext.

Before we describe the details of the proposed scheme, we give a brief background show-

ing that there is a sufficient number of primes to grant security. That is, correctly guessing a

prime chosen randomly from the set of equal length (in bits) primes is a negligible function

in the length of the prime.

6.3.2 The Prime Number Theorem

Let n be an integer. The prime counting function π(n) counts the number of primes less

than n. Gauss first proposed that the prime counting function can be approximated by

π(n) ≈ n

lnn
(6.1)

and then later refined it to

π(n) ≈ Li(n), (6.2)

where Li(n) =
∫ n

2

1

lnx
dx is the logarithmic integral [109]. The relation in equation (6.2) is

known as the prime number theorem; the theorem was independently proven by Hadamard

[103] and Poussin [207].

For a large n, Chebyshev showed that 0.89 Li(n) <
π(n)

n/ lnn
< 1.11 Li(n) [71]. Chebyshev

also showed that

0.922 <
π(n)

n/ lnn
< 1.105 (6.3)

and proved that if the limit lim
n→∞

π(n)

n/ lnn
exists, then it is equal to 1 [109]. Rosser and

Schoenfeld showed that π(n) >
n

lnn
for all n ≥ 17 [220].

Consequently, for a large enough positive integer κ, the number of κ-bit primes can be

approximated by

2κ

κ ln 2
− 2κ−1

(κ− 1) ln 2
≈ 2κ−1

κ ln 2
. (6.4)

That is, the number of κ-bit primes is an exponentially increasing function of κ. In other

words, if Pκ is the set of all κ-bit prime integers, the probability of guessing a prime number

drawn uniformly at random from Pκ is a negligible function in κ. This fact is essential for

the security of the proposed scheme.
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6.3.3 Detailed Description

Before we describe the details of the scheme, we emphasize that we do not propose a

particular mode of authenticated encryption. Rather, we investigate the general idea of

utilizing the underlying encryption algorithm to allow performing authentication arithmetic

over varying integer fields. Therefore, for the rest of the chapter, we will assume a generic

encryption/decryption scheme that takes only a plaintext/ciphertext as an input. That is,

other inputs that the encryption/decryption algorithms might take, such as nonces, will be

suppressed.

Let κ be the security parameter of message authentication. The p-var authenticated

encryption scheme consists of three algorithms: the key generation algorithm K, the signed

encryption algorithm SE , and the verified decryption algorithm VD. The key generation

algorithm takes no input and returns a pair (ke, ka), where ke is the encryption/decryption

key and ka is the authentication key. The length of the encryption/decryption key kl depends

on the used encryption/decryption algorithms while the authentication key is κ-bit long.

On input an arbitrarily long message m, the signed encryption algorithm draws a κ-

bit prime uniformly at random from Pκ, the set of all κ-bit primes, and computes the

authentication tag as follows

τ ≡ m · ka (mod p). (6.5)

For the rest of the chapter, we overload notations such as m, ka, τ to denote both the binary

strings of their respective parameters and their integer representation in a big-endian format;

the distinction between the two representations will be omitted as long as it is clear from

the context.

The ciphertext is the encryption of the concatenation of the prime integer p, the au-

thentication tag τ computed according to equation (6.5), and the plaintext message m. The

three algorithms constituting the p-var authenticated encryption are shown in Figure 6.1.

For the rest of the chapter, we write p-var[E , κ] when the specification of the underlying en-

cryption algorithm E and the length of the primes κ is relevant to the discussion; otherwise,

we simply write p-var.

There is an important implication of equation (6.5) and the fact that the message m is
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Algorithm K Algorithm SE(K,m) Algorithm VD(K, c)

ke
$← {0, 1}kl p

$← Pκ (p, τ,m)← Dke(c)

ka
$← {0, 1}κ τ ← m · ka (mod p) if isprime(p) = false

return K = (ke, ka) c← Eke(p, τ,m) return 0

return c τ ′ ← m · ka (mod p)

if τ ′ 6= τ

return 0

return m

Figure 6.1: The three algorithms constituting the proposed p-var authenticated encryp-

tion: the key generating algorithm K, the signed encryption algorithm SE , and the verified

decryption algorithm VD.

arbitrarily long while the prime p is of fixed length. Namely, if the modulus p is known,

forgery can trivially succeed without any knowledge of ka. That is, replacing m with any

message that is different than m by multiples of p, i.e., m` = m+ `p for any integer `, will

not change the value of the authentication tag. Therefore, it is obvious that p-var cannot be

used as a secure, standalone, MAC algorithm. The novelty of the proposed scheme is that,

by utilizing the existence of the encryption primitive, a randomly selected prime integer

can be delivered privately to the intended receiver for every message to be authenticated.

As will be formally proven in Section 6.4, the probability of successful forgery under this

strategy is a negligible function in κ, the length of the chosen prime modulus.

6.3.4 Performance Discussion

We reemphasize that the prime p is κ-bit long and is not equal to the message length.

Otherwise, the scheme is considered impractical since, depending on the message length, it

might be impossible to find a prime of an equal length efficiently. In fact, this is the main

reason why universal hash-function families based on integer multiplications, such as the

MMH family of Halevi and Krawczyk [104] and the NH family of Black et al. [42], divide
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the entire message into equal-length blocks and multiply different blocks with independent

and random keys. In other words, p-var can be viewed as a single block in a universal

hash-function family.

There are two significant properties that standout in the proposed p-var. First, only the

residue of the message, modulo p, needs to be authenticated; not the entire message as in

any secure MAC in the cryptographic literature, including the most efficient dedicated au-

thenticated encryption primitives. For instance, messages can be in the Mega or Giga bytes

of size and only 64 bits of them, representing their residue modulo p (assuming p is a 64-bit

prime), need to be authenticated, without affecting the integrity of the entire messages. Sec-

ond, as mentioned earlier, only IND-CPA security of the underlying encryption algorithm

is required. Therefore, the proposed scheme can be used even when the underlying encryp-

tion primitive is a stream cipher. This fact is specially important when comparing p-var to

dedicated authenticated encryption primitives (recall that all secure dedicated primitives

are block cipher based). Consequently, combining p-var with a stream cipher will yield a

faster authenticated encryption scheme.

Note also that the communication overhead of p-var is similar to the communication

overhead of efficient authenticated encryption primitives. For instance, in the OCB scheme

of Rogaway et al. [218], the transmission is of length |N | + |m| + |τ |, where N is a nonce,

m is the plaintext, and τ is the authentication tag. In p-var, the transmission is of length

|p|+ |m|+ |τ |, where p is the prime modulus, m is the plaintext, and τ is the authentication

tag.

Before we proceed with theorem statements and proofs, we discuss two other issues

relevant to the performance of the proposed p-var. The first is the generation of the set of

κ-bit prime integers Pκ. The set Pκ can be generated offline so that it does not affect the

performance of the signed encryption algorithm. The other issue is the check of whether the

received modulus is indeed a prime. This check will affect the performance of the verified

decryption algorithm as it must be performed online. Since the prime modulus is typically

much shorter than the plaintext itself, this validity check can be performed efficiently. In

addition, it is not obvious at this point how the removal of such primality testing will affect

the security of the scheme. That is, although it was shown in [11] that the probability of
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successful forgery against authentication based on computations similar to equation (6.5) is

proportional to the reciprocal of the smallest prime factor of the used modulus, the result

holds only if the key ka is relatively prime to the modulus. Further analysis can prove

or disprove the necessity for testing the primality of the received modulus; such analysis,

however, is out of the scope of this paper.

6.4 Theorem Statements and Proofs

In this section, we give a formal security analysis of the proposed message authentication

mechanism, prove the confidentiality of the system, and then discuss the security of the

composed authenticated encryption system.

6.4.1 Data Authenticity

In this section, we prove the authenticity of the scheme assuming the use of a stream cipher

for encryption. Different analysis assuming the use of block ciphers satisfying the PRP or

the SPRP notions can be obtained. However, since the literature is rich with a variety of

efficient authenticated encryption schemes that are provably secure assuming PRP or SPRP

block ciphers, we restrict our analysis to stream ciphers.

Let p-var[E , κ] denotes the proposed authenticated encryption composition of Section 6.3

using E as the underlying encryption algorithm. Let Advauth
p-var[E,κ](A) denotes adversary’s A

advantage of successful forgery against p-var[E , κ]. We give below an information-theoretic

bound on the adversary’s advantage of successful forgery assuming the plaintext is encrypted

by XORing it with the output of a true random number generator; i.e., the encryption is a

one-time pad (otp) cipher.

Theorem 8. Let κ be the bit length of the prime moduli that are used to compute authenti-

cation tags according to equation (6.5). Let p-var[otp,κ] denote the proposed authenticated

encryption of Section 6.3 with an information-theoretically secure one-time pad cipher as

the underlying encryption algorithm. Let A be an adversary making q signed encryption

queries before attempting its forgery. Then,

Advauth
p-var[otp,κ](A) ≤ negl(κ).
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It is standard to pass a complexity-theoretic analog of Theorem 8. Let E be an IND-

CPA secure encryption algorithm that XORs plaintexts with a pseudorandom bit stream

(e.g., a stream cipher or a block cipher based encryption using the counter (CTR) mode of

operation). Given adversary A against the authenticity of p-var[E , κ], one can construct an

adversary B against E so that

Advauth
p-var[E,κ](A) ≤ Advind-cpa

E (B) + negl(κ). (6.6)

Furthermore, if A makes q queries totaling µ bits of payload, then B makes q queries totaling

µ+ 2κq bits of payload.

Equation (6.6) states that the adversary’s advantage of successful forgery is provably

secure provided the underlying encryption algorithm is IND-CPA secure.

Proof: [Theorem 8] Assume an adversary calling the signing oracle for q times and recording

the sequence

Seq =
{

(m1, c1), · · · , (mq, cq)
}

(6.7)

of message-ciphertext pairs. We aim to bound the probability that a ciphertext c of the

adversary’s choice will be accepted as valid, where c 6= ci for any i ∈ {1, · · · , q}, since

otherwise the adversary does not win by definition.

Let c = ci + εc for any i ∈ {1, · · · , q}, where εc can be any value of the adversary’s

choice. Since the ciphertext is an XOR of the plaintext with a random string, this implies

that m = mi + εm, where m is the plaintext corresponding to c in the forgery attempt and

εm can be completely determined given mi and εc. Similarly, let the prime modulus and

the tag extracted from c be p = pi + εp and τ = τi + ετ , respectively. If p fails the primality

test, the forgery attempt is unsuccessful. Assume p is indeed a prime. Then, the integrity

check becomes

τ ′ ≡ (mi + εm)ka (mod p) (6.8)

≡ mika + εmka (mod p) (6.9)

?≡ τ (mod p), (6.10)
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where τ ′ is the tag computed at the receiver end.

The key idea is that, by Lemma 1, the value of εmka (mod p) is uniformly distributed

over Z∗p for any prime p (unless εm or ka happen to be equal to p, which will occur with a neg-

ligible probability). Therefore, the probability of satisfying equation (6.10) for a successful

forgery is at most 1/(p− 1) ≤ 21−κ, a negligible function in κ.

In a different direction, for any prime modulus p and a valid message-tag pair (m, τ)

computed according to equation (6.5), the pair (m` = m + ` · p, τ) for any integer ` is a

valid message-tag pair. Since the ciphertext is an XOR of the plaintext with a random

string, the adversary can also determine c`, the ciphertext corresponding to to m`. Hence,

the ciphertext c` can result in a successful forgery. However, since the prime modulus

is encrypted with a random one-time string, the privacy of the used prime modulus is

information-theoretically secured. Further, by the prime number theorem, the probability

of guessing a randomly chosen κ-bit prime in a negligible function in κ, and the theorem

follows.

Remark 9. To see how equation (6.6) follows from Theorem 8, observe that, in the proof of

Theorem 8, the only use of the information-theoretic security of the underlying OTP encryp-

tion algorithm is to imply that no information about the used prime modulus can be exposed

by the ciphertext. Therefore, the difference between using an information-theoretically se-

cure OTP encryption and an IND-CPA secure stream cipher is that the adversary in the

latter case has a negligible advantage of exposing the value of the prime modulus by breaking

the IND-CPA security of encryption. The rest is just a standard complexity reduction.

6.4.2 Data Privacy

We show in this section that the privacy of the proposed scheme is provably secure assuming

the used encryption algorithm provides indistinguishability under chosen plaintext attacks

(IND-CPA). We model the privacy of the system as its indistinguishability under chosen

plaintext attacks. Let p-var[E , ·] denote the proposed authenticated encryption scheme de-

scribed in Section 6.3 using E as the underlying encryption algorithm. Let A be an adversary

against the privacy of p-var[E , ·] and let Advpriv
p-var[E,·](A) denote adversary’s A advantage in
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breaking the privacy of the system. One gets the following theorem.

Theorem 9. Let p-var[E , κ] be the authenticated encryption composition described in Section

6.3 using E as the underlying encryption algorithm. Then given any adversary A against

the privacy of p-var[E , κ], one can construct an adversary B against E such that

Advpriv
p-var[E,κ](A) ≤ Advind-cpa

E (B).

Furthermore, B uses the same resources as A except that each encryption query of B is 2κ

bits longer than that of A, where κ is the length of the prime modulus used to compute the

tag.

Proof: Let p-var[E , κ] be the scheme of Section 6.3 using E as the underlying encryption

algorithm and let A be an adversary against the privacy of p-var[E , κ]. Let adversary B be

an adversary against E that runs A. B simulates SE to answer A’s encryption queries and

returns the same bit A returns. Then, it follows that Advpriv
p-var[E,κ](A) ≤ Advind-cpa

E (B), as

required.

Theorem 9 states that an adversary breaking the privacy of the proposed system will also

be able to break the IND-CPA of the underlying encryption algorithm. That is, the privacy

of the proposed technique is provably secure given the IND-CPA security of the underlying

encryption algorithm, as desired. This result is not surprising since the system can be viewed

as a MAC-then-Encrypt authenticated encryption in which Bellare and Namprempre showed

that if the encryption is IND-CPA secure, then so is the composed authenticated encryption

[34].

6.4.3 Security of p-var as a Generic Authenticated Encryption Composition

In [34], Bellare and Namprempre defined two notions of integrity for generic authenticated

encryption compositions: integrity of plaintext (INT-PTXT) and integrity of ciphertext

(INT-CTXT). Combined with encryption algorithms that provide indistinguishability un-

der chosen-plaintext attacks (IND-CPA), the security of different methods for constructing

generic compositions is analyzed.
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One result of [34] is that, in general, MtE compositions do not provide INT-CTXT.

However, the authors also acknowledged that the notion of INT-PTXT is the more natural

requirement, while the main purpose of introducing the stronger notion of INT-CTXT is for

the security relations derived in [34]. It should be noted, however, that a sufficient condition

for the proposed scheme to provide INT-CTXT is to use a one-to-one encryption algorithm.

To see this, observe that, by the one-to-one property, any modification of the ciphertext will

correspond to changing its corresponding plaintext and, by Theorem 8, a modified plaintext

will go undetected with a negligible probability.

Another result of [34] is that MtE compositions do not generally provide indistin-

guishability under chosen-ciphertext attacks (IND-CCA) nor non-malleability under chosen-

plaintext attacks (NM-CPA). As can be seen in the proofs of [34], however, this is true due

to the fact that the underlying encryption algorithm may not provide such security no-

tions. That is, the results of [34] hold only if the encryption algorithm is not IND-CCA nor

NM-CPA secure. In fact, Maurer and Tackmann recently proved the soundness of MtE com-

positions for all encryption schemes with suitably restricted malleability, including stream

ciphers [175].

6.5 Summary

In this chapter, we proposed the p-var authenticated encryption scheme. The authentica-

tion tag in p-var is computed using modular multiplication. However, as opposed to relying

solely on the secret key to grant message integrity, we utilize the existence of the encryp-

tion algorithm to change the prime field under which the computation is performed. By

doing so, we show how to construct the first authentication mechanism in which, regardless

of the length of the message to be authenticated, only the residue of the message (in its

integer representation) modulo the used prime needs to be authenticated, while maintain-

ing the integrity of the entire message. Furthermore, unlike efficient dedicated authenti-

cated encryption primitives, neither the pseudorandom permutation (PRP) nor the strong

pseudorandom permutation (SPRP) are needed to prove the integrity of the scheme; only

indistinguishability under chosen-plaintext attacks (IND-CPA) is needed. Therefore, the

proposed scheme can be used to construct secure authenticated encryption systems even if
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the underlying encryption primitive is a stream cipher, leading to faster designs.
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Chapter 7

SECURITY OF AUTHENTICATION BASED ON UNIVERSAL
HASHING

Unlike the previous three chapters, the main focus of this chapter is analyzing the security

of MACs based on universal hash-function families, no new scheme is proposed.

7.1 The Power of Primes

The security of many universal hash-function families rely on the fact that computations

are performed over finite fields (see, e.g., [88, 261, 234, 62, 110, 149, 104, 73, 7, 17, 16]).

In this chapter, we investigate a universal hash-function family that belongs to this class

of universal hash families. Unlike previous analysis, however, we will consider the effect

of performing operations over finite integer rings, as opposed to fields, on the security of

authentication codes based on this universal hash family.

To give an example of the universal hash family under study, let a message m be divided

into equal-length blocks mi ∈ Zp, where p is a pre-specified prime integer. Given the secret

hashing keys ki ∈ Zp, compute the hashed image of the message m as h(m) =
∑

i kimi

(mod p). Then, the authentication tag of m is simply an encryption of its hashed image.

There have been multiple proposals in the literature of message authentication that were

based on variants of this approach (see, e.g., [234, 104, 73, 7, 17]). When the multiplication

is performed modulo a prime integer, it has been proven that such proposals provide message

integrity. However, the effect of using non-prime moduli on the security of such proposals

has not been previously investigated.

In this chapter, we investigate the relation between the underlying integer ring and the

security of authentication based on the class of universal hash families described above. We

derive tight bounds on the probabilities of successful forgeries for all choices of finite integer

rings Zn. We show the direct relation between the prime factorization of the modulus n and
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the security of authentication. More precisely, we prove that the probability of successful

forgery is proportional to the reciprocal of the smallest prime factor of the modulus n.

Since the derivation of the main result is quite lengthy, we attempt to clarify it by

breaking the proof into a series of lemmas (Lemma 11 - Lemma 15) leading to the final

theorem. One particular result that is generally interesting (not only for this chapter) is the

result of Lemma 6. In Lemma 6 we prove what can be viewed as an extension to Bézout’s

lemma for finite integer rings. It is a well-known fact in algebra and number theory that,

for two integers a and n, if gcd(a, n) = d, there exists an integer x such that x · a ≡ d

(mod n). What we show in Lemma 6 is that for an a ∈ Zn\{0} such that gcd(a, n) = d,

not only there exists an element x ∈ Zn such that x · a ≡ d (mod n) but, further, there

exists an invertible element x ∈ Z∗n such that x · a ≡ d (mod n). This result is essential to

generalize our bounds to any finite integer ring and, to the best of our knowledge, has not

appeared in the literature of mathematics.

The rest of the chapter is organized as follows. In Section 7.2, we formally state and

prove our extension to Bézout’s lemma along with some basic properties of the finite integer

ring Zn. Section 7.3 gives two examples of the use of the studied universal hash-function

family for the construction of computationally secure MACs and the construction of codes

with secrecy. Section 7.4 is devoted to the security analysis. Section 7.5 provides a summary

of the choices of moduli and their security ramifications. In Section 7.6 we summarize the

chapter.

7.2 Preliminaries

For any nonzero integers a and n with gcd(a, n) = d, by Bézout’s lemma [245], there exist

two integers x and y so that ax+ny = d. Otherwise stated, for any nonzero integers a and

n with gcd(a, n) = d, by Bézout’s lemma, there exists an integer x so that

ax ≡ d (mod n). (7.1)

It is further known that the x satisfying equation (7.1) is not necessarily unique. In particu-

lar, for a nonzero a ∈ Zn, there are d = gcd(a, n) distinct elements in Zn satisfying equation
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(7.1), given by {
x0, x0 +

n

d
, x0 + 2

n

d
, · · · , x0 + (d− 1)

n

d

}
, (7.2)

where x0 is the smallest integer in Zn satisfying equation (7.1) [245]. The significance of the

following lemma is the statement that at least one of the d elements of the set in equation

(7.2) must be invertible in Zn. This result is essential for the proofs of this chapter and, to

the best of our knowledge, has not appeared in the literature.

Lemma 6. In any finite integer ring Zn, for any δ ∈ Zn\{0}, if gcd(δ, n) = d, then there

exists an invertible element α ∈ Z∗n such that α× δ ≡ d (mod n).

Proof: Let gcd(δ, n) = d, then by Bézout’s lemma [245], there exists an integer α0

such that

α0 × δ ≡ d (mod n). (7.3)

Further, all integers in the infinite set

A =
{
αk|αk = α0 + k

n

d
, ∀ k ∈ Z

}
(7.4)

are valid solutions to equation (7.3) [245]. The lemma states that, not only there exists

an integer that satisfies equation (7.3), but there exists an invertible element in Zn that

satisfies equation (7.3). We will prove the lemma by finding an integer k such that αk ∈ A

is relatively prime to n.

If gcd(δ, n) = 1 then α0 = δ−1 ∈ Z∗n does exist and is the invertible solution to equation

(7.3). Assume, however, that gcd(δ, n) = d > 1 and write n in its prime factorization as

n =

`1∏
i=1

peii

`2∏
i=1

γ
eγi
i

`3∏
i=1

ζ
eζi
i . (7.5)

Assume further that δ can be written in its prime factorization form as

δ =

`1∏
i=1

p
e′i
i

`2∏
i=1

γ
e′γi
i

`4∏
i=1

r
eri
i , (7.6)

where e′i ≥ ei, ∀ i = 1, · · · , `1, and e′γi < eγi , ∀ i = 1, · · · , `2, with the ζi’s and ri’s being

distinct primes. Then, d =
∏`1
i=1 p

ei
i

∏`2
i=1 γ

e′γi
i and, by Bézout’s lemma, there exists an α0

such that

α0 × δ ≡ d (mod n). (7.7)
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Which is equivalent to

α0 ×
`1∏
i=1

p
e′i−ei
i

`4∏
i=1

r
eri
i ≡ 1 (mod

`2∏
i=1

γ
eγi−e

′
γi

i

`3∏
i=1

ζ
eζi
i ). (7.8)

Equation (7.8) implies that α0 is relatively prime to
∏`2
i=1 γ

eγi−e
′
γi

i

∏`3
i=1 ζ

eζi
i , which implies

that none of the γi’s nor the ζi’s divides α0. Furthermore, by equation (7.4), none of the γi’s

nor the ζi’s will divide αk for any k ∈ Z. Therefore, to prove that an αk ∈ A is relatively

prime to n, since the prime factorization of n consists only of pi’s, γi’s, and ζi’s, it suffices

to show that none of the pi’s divides αk.

Define
∏`2+`3
i=1 q

eqi
i :=

∏`2
i=1 γ

eγi−e
′
γi

i

∏`3
i=1 ζ

eζi
i , where qi = γi, eqi = eγi − e′γi , for i =

1, · · · , `2 and q`2+i = ζi, eq`2+i = eζi , for i = 1, · · · , `3. Then, equation (7.8) can be rewritten

as

α0 ×
`1∏
i=1

p
e′i−ei
i

`4∏
i=1

r
eri
i ≡ 1 (mod

`2+`3∏
i=1

q
eqi
i ), (7.9)

where none of the qi’s divides any αk for any k ∈ Z.

Now, if none of the pi’s divides α0 then gcd(α0, n) = 1 and we are done. Assume,

however, that some of the pi’s, for i = 1, · · · , `1 divide α0, and let p1 be one such prime

dividing α0. Then α0 can be written as α0 = m1p1, where m1 is relatively prime to all qi’s

(since, otherwise, some of the qi’s will divide α0). Then, from equation (7.4), we know that

α1 = α0 +
n

d
= m1p1 +

`2+`3∏
i=1

q
eqi
i (7.10)

also satisfies equation (7.3). Therefore, p1 - α1 since it does not divide
∏`2+`3
i=1 q

eqi
i (also

none of the qi’s divides α1 since none of them divides m1p1).

Assume, however, that some of the other pi’s divide α1, and let p2 be such a prime.

Then α1 can be written as α1 = m2p2 for some m2 relatively prime to p1 and all the qi’s.

Then, by equation (7.4),

α2
(b)
= m2p2 +

`2+`3∏
i=1

q
eqi
i

(a)
= m1p1 + 2

`2+`3∏
i=1

q
eqi
i (7.11)

also satisfies equation (7.3). Therefore, by equality (b), p2 - α2 since it does not divide∏`2+`3
i=1 q

eqi
i and, by equality (a), p1 | α2 iff p1 = 2. Assume that p1 = 2 and write α2 = m3p1
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for an m3 that is relatively prime to p2 and the qi’s, then

α3
(b)
= m3p1 +

`2+`3∏
i=1

q
eqi
i

(a)
= m2p2 + 2

`2+`3∏
i=1

q
eqi
i = m1p1 + 3

`2+`3∏
i=1

q
eqi
i . (7.12)

Thus, since p2 6= 2, p1 - α3 and p2 - α3 by equalities (b) and (a) respectively, and qi - α3 ∀i

by construction.

Assume now that there exists an αk such that pi - αk∀ i = 1, · · · , `1 − 1 and qi - αk∀i,

but p`1 | αk. Then write αk = mkp`1 for some mk relatively prime to all qi’s and all pi’s

except possibly p`1 . Then αk+1 can be expressed as

αk+1 = mkp`1 +

`2+`3∏
i=1

q
eqi
i = · · · (b)

= m2p2 + c2

`2+`3∏
i=1

q
eqi
i

(a)
= m1p1 + c1

`2+`3∏
i=1

q
eqi
i , (7.13)

for some constants ci ∈ N. Recall that all the mi’s are relatively prime to the qi’s by con-

struction. Therefore, to complete the proof, it suffices to show that there exists an integer

h ≥ 1 such that αk+h is not divisible by any pi. As a function of the pi’s and the ci’s, we

conclude the proof by showing how to iteratively find such an h.

Iteration 1. Assume that p1 divides the αk+1 in equation (7.13). This implies, by equality

(a), that p1 | c1. However, if p1 | c1 then p1 - (c1 + 1), and αk+2 can be written as

αk+2 = mkp` + 2

`2+`3∏
i=1

q
eqi
i = · · · (c)

= m3p3 + (c3 + 1)

`2+`3∏
i=1

q
eqi
i

(b)
= m2p2 + (c2 + 1)

`2+`3∏
i=1

q
eqi
i

(a)
= m1p1 + (c1 + 1)

`2+`3∏
i=1

q
eqi
i .

(7.14)

Therefore, by equality (a) in equation (7.14), we get p1 - αk+2.

Iteration 2. Now, assume that p2 | αk+2. By equality (b) in equation (7.14), this implies

that p2 | (c2 +1). However, if p2 | (c2 +1) then p2 - (c2 +1+p1), and αk+2+p1 can be written
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as

αk+2+p1 = mkp` + (2 + p1)

`2+`3∏
i=1

q
eqi
i = · · · (c)

= m3p3 + (c3 + 1 + p1)

`2+`3∏
i=1

q
eqi
i

(b)
= m2p2 + (c2 + 1 + p1)

`2+`3∏
i=1

q
eqi
i

(a)
= m1p1 + (c1 + 1 + p1)

`2+`3∏
i=1

q
eqi
i . (7.15)

Then, by equality (b) in equation (7.15), p2 - αk+2+p1 and, by equality (a) in equation

(7.15), p1 - αk+2+p1 .

Iteration 3. Similarly, if p3 divides αk+2+p1 in equation (7.15), by equality (c), p3 |

(c3 + 1 + p1). However, if p3 | (c3 + 1 + p1) then p3 - (c3 + 1 + p1 + p1p2) and, by writing

αk+2+p1+p1p2 as

αk+2+p1+p1p2 = mkp` + (2 + p1 + p1p2)
∏
i

q
eqi
i

= · · ·
(c)
= m3p3 + (c3 + 1 + p1 + p1p2)

∏
i

q
eqi
i

(b)
= m2p2 + (c2 + 1 + p1 + p1p2)

∏
i

q
eqi
i

(a)
= m1p1 + (c1 + 1 + p1 + p1p2)

∏
i

q
eqi
i , (7.16)

one can see that neither p3 nor p2 nor p1 divides αk+2+p1+p1p2 by equalities (c), (b), and

(a) in equation (7.16), respectively.

Iteration `1. After the `th1 iteration, for an h given by:

h = 1 + β1 + β2p1 + β3p1p2 + · · ·+ β`1

`−1∏
i=1

pi, (7.17)

where βi = 1 if in the ith iteration pi | (mipi+ci
∏
i q
eqi
i ) and zero otherwise, αk+h will not be

divisible by any pi. Hence, we have found, by construction, an αk+h with gcd(αk+h, n) = 1

that satisfies equation (7.3). The residue of αk+h modulo n is an invertible element of Zn

that satisfies equations (7.3), and the lemma follows.
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For any finite integer ring Zn, Zn\Z∗n, the complement of Z∗n, will be the set of elements

that are not relatively prime to n. The following result holds for the set of integers that are

not relatively prime to n.

Lemma 7. In any finite integer ring Zn, for any α ∈ Zn\Z∗n and any β ∈ Zn, α × β ∈

Zn\Z∗n.

The proof of this lemma can be found in [224].

Lemma 8. Given an integer k ∈ Z∗n, for an r uniformly distributed over Z∗n, the value δ

given by:

δ ≡ r × k (mod n) (7.18)

is uniformly distributed over Z∗n.

Lemma 8 follows directly from the general result of Lemma 1. The following is also a

general result from number theory.

Lemma 9. For any positive integer n with a prime factor p, ϕ(n) ≥ p− 1, with equality iff

n = p.

This Lemma is a standard result for integers and its proof can be found in most books

in number theory (see, e.g., [107]).

7.3 Examples of constructions

In this section, we give two examples of authentication codes based on the universal hash-

function family under analysis. The first example is a construction of a computationally

secure message authentication code (MAC) algorithm, while the second construction is an

example of authentication codes with secrecy.

7.3.1 Constructing computationally secure MACs

In computationally secure MACs, the message to be authenticated is first compressed using

a universal hash function and then the compressed image is processed with a cryptographic

function (such as one-time pad ciphers, stream ciphers, or pseudorandom function).
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Assume the message to be authenticated can be divided into b blocks, that is, m =

(m1, · · · ,mb), where mi ∈ Z∗p for i = 1, · · · , b. Let the key of the universal hash function

be k = (k1, · · · , kb), where the ki’s are drawn uniformly at random from the multiplicative

group Z∗p. Then, the compressed image of m is computed as

h(m) =
b∑
i=1

ki ×mi (mod p). (7.19)

Note that the key need not to be as long as the message, otherwise, such constructions will

be impractical. That is, there are standard techniques so that the same key can be used

to hash messages of arbitrary lengths (see, e.g., [261, 104, 42] for the description of such

techniques).

The security of universal hash-function families based MACs depends on the probability

of message collision. That is, if two distinct messages m and m′ hash to the same image(
i.e., h(m) = h(m′)

)
, then they will have the same authentication tag. Consequently, for

a message-tag pair, if an adversary can come up with a different message that hashes to

the same value, successful forgery can be accomplished with high probabilities. Therefore,

the most important security property of universal hash functions is their probabilities of

message collisions.

Carter and Wegman suggested the hash function of equation (7.19) with the primes

p = 216 + 1 or p = 232 − 1 [104]. Halevi and Krawczyk later suggested the same equation

with any prime 232 < p < 232 + 216. They designed their MMH family, one of the fastest

universal hash-function families, with p = 232 + 15, the smallest prime between 232 and

232 +216 [104]. Etzel et al. proposed a variant of the MMH family of [104] that can be faster

in some applications [73].

When the hash function is computed modulo a prime integer, equation (7.19) is known

to be (p−1)−1-AU. In fact, it is shown to be (p−1)−1-A∆U in [104] (the notion of ε-A∆U is

a stronger notion than ε-AU; interested readers may refer to [104] for the precise definition

of ε-A∆U hash families).

The security proofs of all such constructions rely on the fact that computations are

performed over integer fields, i.e., the moduli must be prime integers. To the best of

our knowledge, no previous work has studied the security of such constructions when the
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computations are performed over finite integer rings, i.e., not restricting the moduli to prime

integers. We aim to provide the first such analysis.

7.3.2 Constructing codes with secrecy

In this section, we describe a construction of codes with secrecy based on the same principle

of Section 7.3.1; that is, the security of the construction restricts the computations to be

performed over an integer field. What we will describe here is a generalization of the

construction appeared in [7, 8], in which we allow operations to be performed over a finite

integer ring instead of a field. (Similar constructions have also appeared in [234, 13, 14, 17]).

As in the computationally secure constructions discussed in Section 7.3.1, the codes in [234,

7, 14] demand that operations must be performed over the integer field Zp; no previous work

has studied the probability of deception of such codes when computations are performed

over arbitrary finite integer rings. Other codes with secrecy include, but are not limited to,

[239, 240, 250, 62].

Let the legitimate users agree on an `-bit long positive integer n, where ` is a security

parameter. The users share a secret key k = k1||k2, where k1 and k2 are drawn uniformly

and independently from Zn and Z∗n, respectively.

For any message m ∈ Z∗n, define ψk1(m) : Z∗n → Zn and ψk2(m) : Z∗n → Z∗n as follows:

ψk1(m) ≡ k1 +m (mod n), (7.20)

ψk2(m) ≡ k2 ×m (mod n). (7.21)

Equivalently, the exclusive-or operation can be used instead of the addition operation in

equation (7.20) without affecting the cipher’s security properties [7]. We will refer to ψk1(m)

and ψk2(m) as the ciphertext and authentication tag, respectively. Then, as a function of

the key k, the output of the system, ψk(m), is the concatenation of the ciphertext and the

authentication tag. That is,

ψk(m) = ψk1(m) || ψk2(m). (7.22)

Upon receiving a ciphertext ψ′k(m), the legitimate receiver extracts the plaintext m′ as
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follows:

m′ = ψ′k1(m)− k1 (mod n). (7.23)

The integrity of the extracted m′ is verified by the following check:

m′ × k2
?≡ ψ′k2(m) (mod n). (7.24)

The notations ψ′k(m) and m′ are to reflect the possibility that the received ciphertext and

the extracted plaintext are different than the transmitted ones. The ciphertext is considered

valid if and only if the integrity check of equation (7.24) is passed.

7.4 Security analysis

This section will be dedicated to analyzing the security of the authentication with secrecy

detailed in Section 7.3.2, although the bounds on deception probabilities applies to both

constructions of Section 7.3.1 and Section 7.3.2.

The scheme described in Section 7.3.2 is designed to achieve two security objectives,

confidentiality and integrity. More specifically, by restricting computations to be performed

over integer fields, the scheme in Section 7.3.2 achieves Shannon’s perfect secrecy in addition

to message integrity [7]. Even though the main emphasis of this work is to analyze the effect

of working with arbitrary finite integer rings on the integrity of the scheme, we will show in

Section 7.4.1, for completeness of presentation, the effect on the confidentiality of the scheme

when computations are allowed to be performed over arbitrary integer rings. In Section

7.4.2 we address the main focus of the chapter, namely, the bounds on the probabilities of

successful message forgery.

7.4.1 Perfect secrecy

Corollary 1. If encrypted messages are restricted to belong to Z∗n, the scheme of Section

7.3.2 achieves perfect secrecy (in Shannon’s sense).

Corollary 1 is a direct consequence of Lemma 1. To see this, observe that the results of

equations (7.20) and (7.21) are defined on a group G = Zn × Z∗n.
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Remark 10. Restricting the message m to be relatively prime to n does not impose a

significant limitation on the system since, for example, any non-trivial message will satisfy

the condition when n is a prime integer. For an arbitrary positive integer n, the message

can be padded to be relatively prime to n. Moreover, the system will still work without this

restriction; however, perfect secrecy is not achieved.

To illustrate how perfect secrecy is violated when messages are not restricted to the

multiplicative group, consider an arbitrary message m ∈ Zn to be encrypted. If m ∈ Zn\Z∗n,

by Lemma 7, the resulting ψk2 will be in Zn\Z∗n. On the other hand, since k2 ∈ Z∗n, if

m ∈ Z∗n, by Lemma 8, the resulting ψk2 will be in Z∗n. Therefore, an adversary observing

the authentication tag ψk2 can determine a subset of the message space that the encrypted

message belongs to (if ψk2 ∈ Zn\Z∗n then m ∈ Zn\Z∗n and if ψk2 ∈ Z∗n then m ∈ Z∗n); thus,

revealing partial information about the encrypted message. Otherwise put,

Pr
[
m = m|ψk2 ∈ Z∗n

]
=

 1
|Z∗n|

if m ∈ Z∗n,

0 if m ∈ Zn\Z∗n,
(7.25)

and similarly for the case where ψk2 ∈ Zn\Z∗n. Therefore,

Pr
[
m = m|ψk2 = ψk2

]
6= Pr

[
m = m

]
(7.26)

for all plaintext m and all ciphertext ψk2; a clear violation of Definition 2 of perfect secrecy.

7.4.2 Message integrity

In what follows, we address message integrity of authentication codes based on the universal

hash family under analysis. Even though the analysis applies to both schemes described in

Section 7.3, we will use the notations of Section 7.3.2.

As discussed in Section 7.3.2, the main purpose of ψk2 is to serve as an authentication tag

(MAC) for the encrypted message m. Thus, there are two cases to be considered, modifying

ψk1 alone, and modifying both ψk1 and ψk2 . Modifying ψk2 alone, since it serves as a MAC,

does not lead to extracting a false plaintext.
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• Case I. Modifying the ciphertext only

Assume that ψk1 has been modified, by a man in the middle, to ψ′k1 . Since k1 is known

to the receiver, this modification will lead to the extraction of an m′ different than

the encrypted m; that is, m′ = ψ′k1 − k1 (mod n). Let m′ = m+ δ (mod n), for some

δ ∈ Zn\{0}. To be accepted by the receiver, m′ must satisfy the following integrity

check:

m′ × k2 ≡ (m+ δ)× k2 (mod n) (7.27)

≡ (m× k2) + (δ × k2) (mod n) (7.28)

?≡ ψk2 (mod n) (7.29)

≡ m× k2 (mod n). (7.30)

Equivalently, the integrity check in equation (7.29) is satisfied if and only if the fol-

lowing condition holds:

δ × k2 ≡ 0 (mod n). (7.31)

That is, modification of ψk1 alone will go undetected if and only if it is modified by a

δ that satisfies equation (7.31). Section 7.4.2.1 provides detailed probabilistic analysis

of equation (7.31).

• Case II. Modifying both the ciphertext and the MAC

In a different scenario, the adversary may attempt to modify both ψk1 and ψk2 so

that a false message will be validated. Assume that ψk1 has been modified so that the

extracted message becomes m′ = m+ δ (mod n), for some δ ∈ Zn\{0}. Also, assume

that ψk2 has been modified to ψ′k2 = ψk2 + ε (mod n), for some ε ∈ Zn\{0}. The
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integrity of m′ is verified using the received ψ′k2 as follows:

ψk2 + ε ≡ ψ′k2 (mod n) (7.32)

?≡ m′ × k2 (mod n) (7.33)

≡ (m+ δ)× k2 (mod n) (7.34)

≡ (m× k2) + (δ × k2) (mod n) (7.35)

≡ ψk2 + (δ × k2) (mod n). (7.36)

Equivalently, the false m′ will be accepted if and only if the following condition is

satisfied:

ε ≡ δ × k2 (mod n). (7.37)

That is, modification of ψk1 by a value δ and ψk2 by a value ε will go undetected if and

only if δ and ε satisfy equation (7.37). Section 7.4.2.2 provides detailed probabilistic

analysis of equation (7.37).

7.4.2.1 Analysis of modifying ciphertext only

As derived above, an adversary modifying the ciphertext ψk1 in order to make the legitimate

receiver authenticate a false message is successful if and only if she can solve the congruence

δ × k2 ≡ 0 (mod n) (7.38)

for an unknown k2 uniformly distributed over Z∗n. To analyze the adversary’s ability to

solve this congruence for an arbitrary finite integer n, we start with the following lemma.

Lemma 10. Let n be any fixed finite integer. For any nonzero elements α and β in Zn, if

n divides α× β, then both α and β must belong to Zn\Z∗n. Formally, the following one-way

implication must hold:

α× β ≡ 0 (mod n) ⇒ {α, β ∈ Zn\Z∗n}. (7.39)
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Lemma 10 is a corollary of more general results shown by Schwarz in [224]. Given Lemma

10, the adversary’s chances of tampering with the ciphertext ψk1 in a way undetected by

the legitimate receiver is stated in the following theorem.

Theorem 10. Any modification of the ciphertext ψk1 alone will be detected by the legitimate

receiver with probability one.

Proof: Recall that the modification of ψk1 will be verified only if

δ × k2 ≡ 0 (mod n). (7.40)

Lemma 10, however, states that equation (7.40) can be satisfied only if both δ and k2

belong to Zn\Z∗n. Since, by design, k2 is chosen from Z∗n, equation (7.40) can never be

satisfied. Therefore, any modification of the ciphertext ψk1 will be detected by its MAC

with probability one.

Next, we analyze the possibility of modifying both the ciphertext and MAC, ψk1 and

ψk2 , in order to make the legitimate receiver authenticate a false message.

7.4.2.2 Analysis of modifying both the ciphertext and the MAC

This section constitutes the main contribution of this chapter. All previous results stated

in this chapter were either already known or follow directly from known results. The result

of this section, on the other hand, has not appeared in the literature; it will show the

direct relation between the prime factorization of the modulus n and the security of any

authentication code based on the use of the universal hash family discussed in Section 7.3.

Recall that the adversary has to find a solution to the congruence

ε ≡ δ × k2 (mod n), (7.41)

where n is an arbitrary fixed modulus and k2 is chosen uniformly at random from Z∗n,

in order to make the legitimate receiver authenticate a modified message. To be able to

analyze the adversary’s ability to solve the congruence in equation (7.41), we start by stating

a sequence of lemmas.

The first lemma specifies a necessary and sufficient condition for the existence of a k2

that satisfies equation (7.41).



109

Lemma 11. Let n be any finite positive integer. Then, for any nonzero ε, δ ∈ Zn, there

exists k ∈ Z∗n satisfying

ε ≡ k × δ (mod n) (7.42)

if and only if

gcd (ε, n) = gcd (δ, n). (7.43)

Proof: Let gcd (ε, n) = gcd (δ, n) = r. By lemma 6, there exist two invertible elements

α, β ∈ Zn so that, ε ≡ r × α−1 (mod n) and δ ≡ r × β−1 (mod n). Then,

ε ≡ r × α−1 (mod n) (7.44)

≡ r × α−1 × β−1 × β (mod n) (7.45)

≡ α−1 × β × δ (mod n). (7.46)

Hence, k ≡ α−1 × β (mod n) satisfies equation (7.42). Further, k ∈ Z∗n by Lemma 8.

Therefore, equation (7.43) implies equation (7.42).

Now, suppose that ε ≡ k × δ (mod n) for some k ∈ Z∗n. Let r = gcd (ε, n) and s =

gcd (δ, n) and suppose, without loss of generality, that r > s. Again, by Lemma 6, there

exist α, β ∈ Z∗n satisfying ε ≡ r × α−1 (mod n) and δ ≡ s× β−1 (mod n). Then,

r × α−1 ≡ ε (mod n) (7.47)

≡ k × δ (mod n) (7.48)

≡ k × s× β−1 (mod n), (7.49)

and multiplying both sides by α yields,

r ≡ s× (α× β−1 × k) (mod n). (7.50)

Also, since r | n, there exists an ` ∈ Zn such that ` · r = n. Multiplying both sides of

equation (7.50) by ` yields,

0 ≡ (`× s)× (α× β−1 × k) (mod n). (7.51)
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Since s < r by hypothesis, the first factor on the right hand side is strictly less than n = ` ·r;

hence, (` × s) is a nonzero element in Zn. By Lemma 8, the second factor belongs to Z∗n;

a contradiction to Lemma 10, which states that for the product of two nonzero integers to

be congruent to zero modulo n, both integers must be in Zn\Z∗n. Therefore, r = s, and the

lemma follows.

Lemma 11 specifies a necessary condition for the successful forgery by modifying the

ciphertext by a δ ∈ Zn\{0} and the MAC by an ε ∈ Zn\{0}. Namely, gcd(δ, n) must be

equal to gcd(ε, n); otherwise, there does not exist a shared key k2 ∈ Z∗n that could possibly

satisfy equation (7.41) for the chosen δ and ε.

Assume now that an adversary has chosen nonzero δ and ε that satisfy the necessary

condition of Lemma 11. Given the value of δ, what is the probability that the chosen ε will

satisfy equation (7.41). To be able to answer this question, we introduce the following set.

Definition 3 (The set of common gcd’s).

For any fixed integer δ, define T (δ) to be the set of ε’s that satisfy equation (7.41) for at

least one k ∈ Z∗n. That is,

T (δ) :=
{
ε ∈ Zn : ∃ k ∈ Z∗n such that ε ≡ δ × k (mod n)

}
. (7.52)

By Lemma 11, this set is equal to the set of ε’s in Zn such that gcd(ε, n) = gcd(δ, n).

Therefore, it can be written as,

T (δ) =
{
ε ∈ Zn : gcd (ε, n) = gcd (δ, n)

}
. (7.53)

For the rest of the chapter, the representations in equations (7.52) and (7.53) of the set

of common gcd’s will be used interchangeably to define the set T (δ).

To be able to quantify the adversary’s probability of successful forgery, we need to answer

the following question: For an ε ∈ T (δ), how many possible secret keys k2’s can satisfy

equation (7.41) for the given (δ, ε) pair? More importantly, for two distinct ε’s in T (δ), say

ε and ε′, what is the relation between the number of k2’s in Z∗n that satisfy equation (7.41)

for each of them? This question is important since, for a given δ, an intelligent adversary

will choose the ε that maximizes her probability of successful forgery. The following lemma

addresses this question.
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Lemma 12. Fix any δ ∈ Zn and let ε, ε′ ∈ T (δ). Define the set Kε to be the set of all k’s in

Z∗n that satisfy equation (7.41) for the given δ and ε. Similarly, define the set Kε′ to be the

set of all k’s in Z∗n that satisfy equation (7.41) for δ and ε′. That is, Kε := {k ∈ Z∗n : δ×k ≡ ε

(mod n)} and Kε′ := {k ∈ Z∗n : δ × k ≡ ε′ (mod n)}. Then |Kε| = |Kε′ |, i.e., the sets Kε

and Kε′ have the same cardinality.

Proof: Without loss of generality, assume |Kε| < |Kε′ | = `, and let Kε′ = {k1, . . . , k`},

for distinct ki’s. Since ε ∈ T (δ), there exists an r satisfying r × δ ≡ ε (mod n). Also, since

k1 ∈ Kε′ , δ ≡ k−1
1 × ε′ (mod n). Now, for i = 1, . . . , `, define ri as,

ri = r · k−1
1 · ki. (7.54)

Then, every ri satisfies,

ri × δ ≡ r × k−1
1 × ki × δ (mod n) (7.55)

≡ r × k−1
1 × ε

′ (mod n) (7.56)

≡ r × δ (mod n) (7.57)

≡ ε (mod n). (7.58)

Furthermore, the ri’s are distinct: if ri = rj , then

r × k−1
1 × ki ≡ r × k

−1
1 × kj (mod n). (7.59)

Since k−1
1 and r are invertible, by cancellation we have ki = kj , implying that i = j.

Therefore, the set Kε contains at least ` distinct elements, a contradiction to the hypothesis

that |Kε| < |Kε′ |. Therefore, |Kε| = |Kε′ |.

Lemma 12 implies that any ε which has the same greatest common divisor with n as δ

will have the same number of keys as possible candidates for successful forgery. That is,

from the adversary’s standpoint, there is no advantage of picking one particular ε ∈ T (δ)

over the others. The following lemma formalizes this argument.

Lemma 13. Suppose that k is an unknown integer, randomly drawn from Z∗n. Then for

any fixed δ ∈ Zn\{0}, the probability of selecting ε satisfying ε ≡ k × δ (mod n) is at most

1/|T (δ)|.
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Proof: By the definition of T (δ) and Lemma 11, all valid ε’s are in T (δ), and any ε in

T (δ) is a valid choice. Also, by Lemma 12, the number of possible values of k that map δ

to any ε is the same, so there is no advantage in picking one ε over another, i.e., the ε’s are

uniformly distributed in T (δ). Hence, for a given δ ∈ Zn\{0}, the probability of selecting

an ε ∈ T (δ) that satisfies equation (7.41) is 1/|T (δ)|.

Lemma 13 implies that the adversary’s best strategy for successful forgery is to choose the

δ that minimizes |T (δ)|. (Observe that the cardinality of T (δ) is at least one since δ ∈ T (δ)

for any δ ∈ Zn.) The next two lemmas address the problem of minimizing |T (δ)|.

We start with a lemma that relates the cardinality of the set T with the Euler totient

function ϕ.

Lemma 14. For any integer α that divides n, |T (n/α)| = ϕ(α). More explicitly, the set

T (n/α) can be expressed as,

T (n/α) =
n

α

{
β ∈ Zα : gcd(β, α) = 1

}
. (7.60)

Proof: The fact that α|n implies that gcd(n/α, n) = n/α. Therefore, by the definition

of T in equation (7.53),

T (n/α) =
{
ε ∈ Zn : gcd(ε, n) = gcd(n/α, n) = n/α

}
. (7.61)

Now, for any β ∈ Zα such that gcd(β, α) = 1, using the fact that gcd(ka, kb) = k gcd(a, b)

[51], we get:

gcd(β, α) = 1 ⇐⇒ gcd(
n

α
β,
n

α
α) =

n

α
(7.62)

⇐⇒ gcd(
n

α
β, n) =

n

α
(7.63)

(7.61)⇐⇒ n

α
β ∈ T (n/α). (7.64)

Furthermore, for distinct β1, β2 ∈ Zα,
n

α
β1 and

n

α
β2 are distinct elements of Zn. This is

because, since α > max
{
β1, β2

}
, n > max

{n
α
β1,

n

α
β2

}
. Therefore, there is a one-to-one

correspondence between the set
{
β ∈ Zα : gcd(β, α) = 1

}
and the set

{
γ ∈ Zn : γ ∈

T (n/α)
}

.
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We can now state the relation between the cardinality of T (δ), for any δ, and the choice

of the underlying integer ring. More specifically, the following lemma emphasizes the effect

of the prime factorization of n on the cardinality of the smallest T (δ).

Lemma 15. If p is the smallest prime factor of n, then |T (δ)| ≥ |T (n/p)| for any δ ∈ Zn.

Proof: Let δ ∈ Zn and let p be the smallest prime factor of n. By Lemma 14,

|T (n/p)| = ϕ(p) = p− 1. Now, recall that:

T (δ) =
{
ε ∈ Zn : gcd (ε, n) = gcd (δ, n)

}
. (7.65)

Then, if gcd(δ, n) = 1, by equation (7.65),

|T (δ)| = |Z∗n| = ϕ(n); (7.66)

and we know, by Lemma 9, that

ϕ(n) ≥ p− 1; (7.67)

and, by Lemma 14, that

p− 1 = |T (n/p)|. (7.68)

Thus, |T (δ)| ≥ |T (n/p)| for all δ’s that are relatively prime to n.

It remains to show that the same is true for δ’s that are not relatively prime to n. Let

gcd(δ, n) = d > 1, then, by equation (7.65),

T (δ) = T
(

gcd (δ, n)
)

= T (d). (7.69)

Therefore, we can assume, without loss of generality, that δ|n (since for any δ such that

gcd(δ, n) = d, T (δ) = T (d) and d|n). Now, write δ = n/α and let α be written in its

prime factorization form as α =
∏
i p
ei
i , where the pi’s are distinct primes. Then, ϕ(α) =∏

i(pi− 1)pei−1
i . Since α|n, and p is the smallest prime factor of n, p ≤ pi for any i. Hence,

by Lemma 14,

|T (δ)| = |T (n/α)| = ϕ(α) ≥ p− 1 = |T (n/p)|. (7.70)

Therefore, for any δ ∈ Zn, |T (δ)| ≥ |T (n/p)|.

We can now state the main theorem analyzing the adversary’s probability of successful

forgery by modifying both ciphertext ψk1 and the MAC ψk2 .
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Theorem 11. Let p be the smallest prime factor of n. Then, an adversary modifying both

the ciphertext ψk1 and the MAC ψk2 will be successful with probability at most 1/(p− 1).

Proof: Recall that an adversary modifying ψk1 and ψk2 will be successful only if she

can choose δ, ε such that:

ε ≡ δ × k2 (mod n). (7.71)

By Lemma 13, the probability of choosing δ, ε that satisfy equation (7.71) is given by

1/|T (δ)|. To maximize the probability of successful forgery, the adversary can choose δ

that minimizes the size of T (δ). By Lemma 15, the best choice of δ that minimizes T (δ) is

δ = n/p, where p is the smallest prime factor of n. Finally, by Lemma 14, |T (n/p)| = p− 1,

and the theorem follows.

7.5 Choice of integer rings

The described authenticated encryption schemes is designed to achieve two main objec-

tives, message confidentiality and integrity. In this section we summarize the effect of the

underlying integer ring on the security properties of the scheme.

It has been shown, in Section 7.4.1, that reducing message space to the multiplicative

group of integers modulo n is a necessary condition for the scheme to achieve perfect secrecy.

Consequently, the choice of the underlying integer ring will be a factor for the number of

possible messages that can be encrypted with perfect secrecy.

In Section 7.4.2.1, it was shown that an adversary modifying ψk1 only will be successful

only if ψk1 is perturbed by an integer δ that satisfies

δ × k2 ≡ 0 (mod n). (7.72)

Moreover, it was shown that choosing k2 from the multiplicative group Z∗n is a sufficient

condition to guarantee that no nonzero δ ∈ Zn will satisfy equation (7.72). Therefore,

the choice of the underlying integer ring does not play an important role in the protection

against modifying ψk1 only, other than restricting k2 to be chosen from the multiplicative

group Z∗n.

The choice of the underlying integer ring has its most impact when an adversary modifies

both ψk1 and ψk2 . As discussed in Section 7.4.2.2, the adversary is successful in tampering
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with the message, in a way undetected by the legitimate receiver, only if she can select ε, δ

satisfying:

ε ≡ δ × k2 (mod n). (7.73)

The proof of Theorem 11 describes the following attack on the scheme. Suppose that the

scheme designer chooses a modulus with prime factorization given by n = pe11 · · · p
ek
k , where

the pi’s are ordered increasingly. Assuming the adversary is able to factor n, then she can

choose δ = n/p1 to maximize her probability of successful forgery. The resulting δ × k2

(mod n) will be, from the adversary’s perspective, a random element in the set of multiples

of n/p1 (excluding 0 because k2 is known to be relatively prime to n). Consequently, by

randomly choosing an integer ε from the set
{
m
n

p1
(mod n), for m = 1, . . . , p1 − 1

}
, the

adversary can tamper with the message without detection with probability 1/(p1− 1). The

following numerical example illustrates the attack.

Example 2. Let n = 45 = 32 × 5. According to Theorem 11, the adversary can maximize

her probability of successful forgery by choosing δ = n/3 = 15. Moreover, the secret key k2 is

restricted to belong to the multiplicative group Z∗45, that is, k2 ∈ {1, 2, 4, 7, 8, 11, 13, 14, 16, 17,

19, 22, 23, 26, 28, 29, 31, 32, 34, 37, 38, 41, 43, 44}. Thus, the resulting δ× k2 (mod 45) := ε is

equal to

15× 1 ≡ 15 (mod 45), (7.74)

15× 2 ≡ 30 (mod 45), (7.75)

15× 4 ≡ 15 (mod 45), (7.76)

15× 7 ≡ 15 (mod 45), (7.77)

15× 8 ≡ 30 (mod 45), (7.78)

15× 11 ≡ 30 (mod 45), (7.79)

15× 13 ≡ 15 (mod 45), (7.80)

15× 14 ≡ 30 (mod 45), (7.81)

15× 16 ≡ 15 (mod 45), (7.82)
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15× 17 ≡ 30 (mod 45), (7.83)

15× 19 ≡ 15 (mod 45), (7.84)

15× 22 ≡ 15 (mod 45), (7.85)

15× 23 ≡ 30 (mod 45), (7.86)

15× 26 ≡ 30 (mod 45), (7.87)

15× 28 ≡ 15 (mod 45), (7.88)

15× 29 ≡ 30 (mod 45), (7.89)

15× 31 ≡ 15 (mod 45), (7.90)

15× 32 ≡ 30 (mod 45), (7.91)

15× 34 ≡ 15 (mod 45), (7.92)

15× 37 ≡ 15 (mod 45), (7.93)

15× 38 ≡ 30 (mod 45), (7.94)

15× 41 ≡ 30 (mod 45), (7.95)

15× 43 ≡ 15 (mod 45), (7.96)

15× 44 ≡ 30 (mod 45). (7.97)

That is, the resulting ε will be 15 or 30 with equal probability. (Similarly, one can show

that, by choosing δ = n/5 = 9, the resulting ε is uniformly distributed over {9, 18, 27, 36}).

In any case, the resulting ε will be uniformly distributed over the multiples of n/p, where p

is a prime factor of n, and the p that minimizes the cardinality of the set of possible ε’s is

the smallest prime factor of n.

As an illustration of the importance of the underlying integer ring, in what follows, we

show the best and the worst choices of integer rings in terms of security against man in the

middle attacks.

7.5.1 Prime moduli

When the used modulus is a prime integer p, the underlying integer ring Zp becomes a field.

Not surprisingly, the use of a prime modulus gives the best security performances against
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message corruption attacks. Since the smallest prime factor of p is p itself, by Theorem 11,

the adversary’s probability of successful forgery is 1/(p− 1). That is, there is no advantage

of choosing a δ over another. In other words, no matter what the value of δ an adversary

chooses, the resulting ε will be uniformly distributed over the entire set of nonzero element

{1, 2, · · · , p− 1}.

7.5.2 Even moduli

Even moduli give the worst security against message modification. An active adversary

can take advantage of the even modulus to make the intended receiver authenticate a false

message with probability one. This is due to the fact that the smallest prime factor of n is

2. Therefore, by Theorem 11, the adversary’s probability of successful forgery is 1/(2− 1).

To illustrate the attack, let the adversary choose δ = n/2. Since k2 ∈ Z∗n, and n is an even

integer, k2 must be an odd integer, which can be written in the form 2r+1 for some positive

integer r. Then,

ε ≡ δ × k2 (mod n) (7.98)

≡ (
n

2
)× (2r + 1) (mod n) (7.99)

≡ n

2
(mod n). (7.100)

Therefore, choosing δ = ε = n/2 guarantees that the modification will go undetected with

probability one. Consequently, even moduli cannot be used to implement the described

scheme since an active adversary can always perturb both ψk1 and ψk2 in a way undetected

by the legitimate receiver.

7.6 Summary

In this chapter, we investigated authentication based on a class of universal hash-function

families that have been appeared in the literature. Although the studied universal hash-

function family has appeared in many places, computations have always been performed

modulo prime integers. In this work, we analyzed the security of message authentication

when computations are performed over arbitrary finite integer rings. We derived a direct
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relation between the security of authentication and the underlying integer ring Zn. Specif-

ically, we showed that the bound on successful forgery is proportional to the reciprocal of

the smallest prime factor of the used modulus n.
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Part II

SECURING RADIO FREQUENCY IDENTIFICATION

The second part of this dissertation investigates the problem of security and privacy in

radio frequency identification (RFID) systems. There are three technical contributions in

this part, detailed in three different chapters. Before we describe the technical contributions

of this part, we give a brief background and preliminaries that will be used for the rest of

Part II in Chapter 8. The first technical contribution entitled “Securing RFID Systems: An

Information-Theoretically Secure Approach” is given in Chapter 9. The second technical

contribution entitled “Securing RFID Systems: A Computationally Secure Approach” is

given in Chapter 10. The third technical contribution entitled “Reducing Identification

Complexity” is given in Chapter 11.
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Chapter 8

RADIO FREQUENCY IDENTIFICATION SYSTEMS

8.1 System Components and Functionality

Typically, radio frequency identification (RFID) systems are composed of three main com-

ponents: tags, readers, and a database. An RFID tag is a small device that can be attached

to products and allow for unique item identification and product description. RFID tags

can be battery powered (active) or powerless (passive). Passive RFID tags (which are the

main emphasis of this dissertation) are low-cost devices with limited memory and limited

computational capabilities. An RFID reader, on the other hand, is a computationally pow-

erful device with ability to interrogate tags and access the database, where information

about individual tags and their corresponding items is stored.

When an RFID tag is within communication range of an RFID reader, the reader inter-

rogates that tag (and charges it if it is passive). Upon interrogation, the tag responds with

a quantity that allows legitimate readers to access the database and carry out the identi-

fication process. If things work as planned, the reader should be able to uniquely identify

the interrogated tag.

The specific details of the identification process can vary dramatically from one protocol

to another, depending on the targeted applications and the security assumptions on the

underlying environment. In its simplest form, identification can be as straightforward as

sending unique identifiers in clear text. Figure 8.1 depicts an instance of a simple identifi-

cation run. The RFID reader interrogates the tag by sending a “Hello” message. The tag

responds with its unique identifier in clear text. The reader can then access the database

to obtain information about the tag and the item carrying it.

Compared to traditional means of identification, RFID tags possess a unique property

that is making the deployment of RFID systems in everyday life a highly controversial issue.

RFID tags respond to readers’ queries via the wireless medium, no line-of-sight is required
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Figure 8.1: A simple identification protocol for reading the ID of an RFID tag within a

communication range of an RFID reader. The RFID reader broadcasts a “Hello” message

to announce. The RFID tag responds to the reader’s request by transmitting its unique

ID. The tag’s unique ID is then used by the reader to lookup the database for information

related to the item carrying the RFID tag.

as in traditional identification processes (e.g., ID cards or barcodes). Consequently, the

identity of RFID tags, and ultimately their owners, can be revealed to unauthorized parties

without the owners’ approval nor even their awareness.

Privacy activists have been concerned about the invasion of users’ privacy by RFID

tags, calling for the delay or even the abandonment of their deployment (naming RFID

tags “the spy chips” [6]). In some cases, companies have been forced to repudiate their

plans for RFID deployment in response to the threat of being boycotted [87]. Consequently,

providing private identification for RFID systems has been an attractive problem for both

academic and industrial researchers.

8.2 Security Challenges in RFID Systems

In addition to the primary objective of RFID systems, identification, there are two sec-

ondary goals that most RFID systems aim to satisfy: privacy and security. The distinction

between the primary and secondary goals could explain the market failure of privacy friendly

solutions for RFID systems.
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The simple scheme depicted in Figure 8.1 is clearly a violation of users’ privacy. A

person carrying an item equipped with an RFID tag, a watch or a jacket for example,

can be tracked down by the tag he/she is carrying. A rogue reader interrogating a tag

multiple times, and receiving the same identifier as in the basic scheme of Figure 8.1, will

be able to correlate the tag’s responses and ultimately identifying the person carrying the

tag, without his/her awareness. Furthermore, the scheme of Figure 8.1 is also a security

violation. Users listening to the same radio channel can record the identity of the tag and

illegally impersonate that tag later. For instance, a tag used for access control can be easily

cloned, granting access to unauthorized, possibly malicious, persons. Therefore, in a typical

RFID system, tag authentication is also a basic requirement.

There are two complementing ends in any radio frequency identification system:

1. the interactive protocol between authorized RFID reader-tag pairs,

2. the interaction between RFID readers and the database for data retrieval.

The reader-tag interactive protocol usually involves, in addition to identification, tag au-

thentication or mutual authentication, depending on the specification of the protocol. The

data retrieval mechanism is nontrivial since, to satisfy the privacy requirement, tags’ infor-

mation cannot be transmitted in clear text. That is, in one hand, tags’ responses must not

reveal private information to unauthorized observers and, on the other hand, it must enable

authorized readers to access the database and retrieve tags’ information.

In most papers in the literature of private RFID systems, those two complementing

ends have been treated independently. In fact, the majority of RFID papers study only the

interaction between RFID reader-tag pairs, either by proposing new protocols or analyzing

existing ones. This is not surprising because it deals with the most challenging issue in RFID

designs. The fact that RFID tags are, in most applications, low-cost devices with stringent

computational capabilities makes the use of sophisticated cryptographic primitives proven

to achieve private identification and secure authentication impractical. In fact, several

attempts have been made to come up with cryptographic primitives designed specifically

for RFID tags (see, e.g., [45, 77, 75, 226, 112]).
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However, the fact that both readers and the database are computationally powerful

devices able to establish secure channels does not make the reader-database interaction an

easy one. The computational limitation of RFID tags, in addition to its direct implications

on the reader-tag interaction, have a significant impact on the reader-database information

retrieval process. In this dissertation, the two complementing ends of RFID systems are

addressed. In particular, Chapters 9 and 10 address the reader-tag interaction protocol,

while Chapter 11 is dedicated to the reader-database data retrieval issue.

8.3 Related Work

There exist multiple good survey papers that study different security aspects of RFID

systems (see, e.g., [221, 262, 222, 232, 154, 128, 199, 273, 18]). To formalize security analysis

in RFID systems, multiple models have been proposed (see, e.g., [22, 276, 251, 102, 185, 86,

170, 278, 152]).

To mitigate the vulnerabilities of the simple identification protocol of Figure 8.1, the

problem of identity authentication in RFID systems has been studied under different con-

straints. The use of public-key cryptographic solution has been addressed in multiple studies

(see, e.g., [129, 21, 97, 177, 50, 161]).

Since symmetric-key operations typically require orders of magnitude less circuitry and

consume orders of magnitude less energy than public-key ones [208], symmetric-key solu-

tions have appeared more frequently in the literature. The design of special cryptographic

primitives to meet the computational capabilities of RFID tags is of particular interest.

Feldhofer et al. proposed a 128-bit version of the Advanced Encryption Standard (AES)

designed specifically for RFID tags in [75, 77]. Their implementation requires 3628 gates

in expense of more clock cycles. The design of low-power processors to implement AES

computations in passive RFID tags has also been proposed in [121, 162, 214, 112]. In

a related direction, the design of hardware-efficient one-way cryptographic hash functions

targeting RFID tags has appeared in [191, 25, 59, 235]. Privacy and security issues of

RFID systems based on one-way hash functions have also been studied extensively (see,

e.g., [262, 76, 46, 164]).

Researchers, however, were still not satisfied with the advances in hardware technologies
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and attempted to come up with special cryptographic primitives for RFID systems. In

[132], Juels and Weis proposed HB+, a lightweight authentication protocol based on the

human-to-computer authentication protocol pioneered by Hopper and Blum in [117]. Due

to its lightweight computations, HB+ attracted significant attention. Gilbert et al. showed

a successful linear time active attack on the HB+ protocol in [91], and proposed an im-

provement to the security and efficiency of HB in [90]. The study and analysis of HB+-like

protocols is still an active research area [89, 155, 48, 193, 272, 139, 105].

Furthermore, there is yet another class of protocols targeting RFID system with strin-

gent computational capabilities based on a combination of randomness and simple bit-

wise operations. Such protocols include, but are not limited to, [247, 200, 201, 202, 59].

Protocols of this class, however, have been shown to be severely vulnerable to attacks

[63, 158, 157, 12, 206, 23]. In fact, as shown in [15], simple bitwise operation cannot lead to

secure authentication. An up-to-date report listing known broken RFID protocols with de-

tailed descriptions of the suggested attacks is maintained by Van Deursen and Radomirovic

in [248].

8.4 Model Assumptions

In this section, we state the system, adversarial, and security models that will be used for

the remainder of Part II.

8.4.1 System Model

Tags are assumed to have limited computing power; in particular, public-key operations

are assumed beyond their computational capabilities. Tags are equipped with a nonvolatile

memory so they can retain their keying information and carry out necessary updates. The

reader is a computationally powerful device with the ability to perform sophisticated cryp-

tographic operations. The database is a storage resource at which information about tags

in the system is stored. Readers-database communications are assumed to be secure.
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8.4.2 Adversarial Model

We assume adversaries with complete control over the communication channel. Adversaries

can observe all exchanged messages, modify exchanged messages, block exchanged messages

and replay them later, and generate messages of their own. We do not consider an adversary

whose only goal is to jam the communication channel. Distinguishing tags by the physical

fingerprints of their transmissions requires sophisticated devices and cannot be solved using

cryptographic solutions; it is out of the scope of this dissertation.

The adversary A is modeled as a polynomial-time algorithm. Given a tag, T , and a

reader, R, we assume A has access to the following oracles:

• Query (T,m1, x2,m3): A sends m1 as the first message to T ; receives a response,

x2; and then sends the message m3 = f(m1, x2). This oracle models the adversary’s

ability to interrogate tags in the system.

• Send (R, x1,m2, x3): A receives x1 from the reader R; replies with m2 = f(x1); and

receives the reader’s response x3. This oracle models the adversary’s ability to act as

a tag in the system.

• Execute (T,R): The tag, T , and the reader, R, execute an instance of the protocol. A

eavesdrops on the channel, and can also tamper with the messages exchanged between

T and R. This oracle models the adversary’s ability to actively monitor the channel

between tag and reader.

• Block (·): A blocks any part of the protocol.

• Reveal (T ): This query models the exposure of the tags’ secret parameters to A. The

oracle simulates the adversary’s ability to physically capture the tag and obtain its

secret information.

A can call the oracles Query, Send, Execute, and Block any polynomial number of times.

The Reveal oracle can be called only once (on the same tag), at which the tag is considered

compromised and, thus, there is no point of calling the Reveal oracle on the same tag
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multiple times. To model tag compromise attacks, however, the adversary is allowed to

call other oracles after the Reveal oracle on the same tag; detailed discussion about this is

provided in Section 11.6.

8.4.3 Security Model

The two main security goals of RFID systems are tags’ privacy and identity authentication.

There are different notions of privacy in the RFID literature (see, e.g., [22, 133, 170]). In

this dissertation, privacy is measured by the adversary’s ability to trace tags by means of

their responses in different interactions. We define three notions of untraceability, universal,

forward, and existential.

Definition 4 (Universal Untraceability). In an RFID system, tags are said to be universally

untraceable if an adversary cannot track a tag based on information gained before the tag’s

last authentication with a valid reader. In other words, there is no correlation between a

tag’s responses before and after completing a protocol run with a valid reader.

Universal untraceability is modeled by the following game between the challenger C (an

RFID system) and a polynomial time adversary A.

1. C selects two tags, T0 and T1, and a valid reader, R.

2. A makes queries on T0, T1, and R using the Query, Send, Execute, and Block oracles

for a number of times of its choice.

3. A stops calling the oracles and notifies C.

4. C carries out an instance of the protocol with T0 and T1, during which mutual authen-

tication of both tags with R is achieved.

5. C selects a random bit, b, and sets T = Tb.

6. A makes queries of T and R using the Query, Send, Execute, and Block oracles.
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7. A outputs a bit, b′, and wins the game if b′ = b.

The second notion of privacy, forward untraceability, is defined as follows.

Definition 5 (Forward Untraceability). In an RFID system with forward untraceability, an

adversary capturing the tag’s secret information cannot correlate the tag with its responses

before the last complete protocol run with a valid reader.

Forward untraceability is modeled by the following game between C and A.

1. C selects two tags, T0 and T1, and a valid reader, R.

2. A makes queries of T0, T1, and R using the Query, Send, Execute, and Block oracles

for a number of times of its choice.

3. A stops calling the oracles and notifies C.

4. C carries out an instance of the protocol with T0 and T1, during which mutual authen-

tication of both tags with R is achieved.

5. C selects a random bit, b, and sets T = Tb.

6. A calls the oracle Reveal (T).

7. A outputs a bit, b′, and wins the game if b′ = b.

Finally, the third notion of privacy, existential untraceability, is defined as follows.

Definition 6 (Existential Untraceability). Tags in an RFID system are said to be existen-

tially untraceable if an active adversary cannot track a tag based on its responses to multiple

interrogation, even if the tag has not been able to accomplish mutual authentication with an

authorized reader.

Existential untraceability is modeled by the following game between C and A.

1. C selects two tags, T0 and T1.
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2. A makes queries of T0 and T1 using the Query oracle for at most C − 1 number of

times for each tag, where C is a pre-specified system security parameter.

3. A stops calling the oracles and notifies C.

4. C selects a random bit, b, and sets T = Tb.

5. A makes a query of T using the Query oracle.

6. A outputs a bit, b′, and wins the game if b′ = b.

To quantify the adversary’s ability to trace RFID tags, we define the adversary’s advantage

of successfully identifying the tag in the previous games as

AdvA =
∣∣∣Pr[b′ = b]− 1

2

∣∣∣. (8.1)

Tags are said to be untraceable if the adversary’s advantage of equation (8.1) is a negligible

function in the security paramter.

The other security goal of RFID systems in this dissertation is mutual reader-tag au-

thentication. An honest protocol run is defined as follows [14]: A mutual authentication

protocol run in the symmetric-key setup is said to be honest if the parties involved in the

protocol run use their shared key to exchange messages, and the messages exchanged in the

protocol run have been relayed faithfully (without modification).

We now give the formal definition of secure mutual authentication for RFID systems as

appeared in [14].

Definition 7 (Secure Mutual Authentication). A mutual authentication protocol for RFID

systems is said to be secure if and only if it satisfies all the following conditions:

1. No information about the secret parameters of an RFID tag is revealed by messages ex-

changed in protocol runs.

2. Authentication ⇒ Honest protocol: the probability of authentication when the pro-

tocol run is not honest is negligible in the security parameter.

3. Honest protocol ⇒ Authentication: if the protocol run is honest, the tag-reader pair

must authenticate each other with probability one.
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To model the adversary’s attempt to authenticate herself to a reader (tag), we propose

the following game between the challenger C and adversary A.

1. C chooses a tag, T , at random, and a reader, R.

2. A calls the oracles Query, Send, Execute, and Block using T and R for a number of

times of its choice.

3. A decides to stop and notifies C.

4. A calls the oracle Send (Query) to impersonate a tag (reader) in the system.

5. If A is authenticated as a valid tag (reader), A wins the game.

Definition 7 implies that the protocol achieves secure mutual authentication only if the

adversary’s probability of winning the previous game is negligible.
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Chapter 9

SECURING RFID SYSTEMS:
AN INFORMATION-THEORETICALLY SECURE APPROACH

This chapter is the first in a series of three chapters in which we address the challenges

in securing RFID systems. The main idea of this chapter is to come up with a reasonable

relaxation on the adversarial capabilities that can be practical for certain applications.

Then, given the relaxation, we introduce an identification protocol that meets the stringent

computational power of low-cost RFID systems.

9.1 Moore’s Law and RFID Systems

While mutual authentication is a well-studied problem in the cryptographic literature, it be-

comes more challenging with the use of low-cost devices. Low-cost RFID tags, in particular,

have limited computational capabilities that render them unable to perform sophisticated

cryptographic operations. Hoping Moore’s law will eventually render RFID tags computa-

tionally powerful, it might be tempting to consider the computational limitations of low-cost

tags a temporary problem. The cost of tags, however, will remain a determining factor in

the deployment of RFID systems in real life applications. When RFID technology is to

replace barcodes to identify individual items, RFID tags will substantially contribute to the

cost of these products. Even when the price of tags that can implement provably secure

cryptography can be driven to 10 cents or less, it would still be impractical to attach them

to low-cost items, e.g., 50-cent or cheaper products. When retailers are to choose between

tags that can perform sophisticated cryptographic operations and cheaper tags that cannot,

it seems inevitable that the cheaper tags will prevail.

As discussed in Section 8.3, the problem of authenticating RFID systems has been

studied under different assumptions, ranging from public-key solutions to simple bitwise

operations. As can be inferred from the examples in Section 8.3, previous secure RFID
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protocols are all computationally secure. That is, security can only be proven assuming the

hardness of breaking the security of a certain standard cryptographic primitive that is used

in the interaction protocol. Hoping to meet the limited computational capabilities of low-

cost tags, we start the search for unconditionally secure protocols for RFIDs. Unconditional

security relies on the freshness of the keys rather than the hardness of solving mathematical

problems. Thus, an appropriately designed unconditionally secure protocol will normally

require less computational effort.

In this chapter, we introduce the first UnConditionally Secure mutual authentication

protocol for RFID systems (UCS-RFID). To minimize the computational effort on tags, we

develop an unconditionally secure method for delivering random numbers from RFID readers

to tags. Thus, allowing tags to benefit from the functionalities of random numbers without

the hardware to generate them. Then, we take advantage of the secrecy of exchanged

messages to develop a novel unconditionally secure technique for message authentication

using only a single multiplication operation.

The rest of the chapter is organized as follows. In Section 9.2, we describe our UCS-

RFID protocol. In Section 9.3, we give detailed security analysis of mutual authentication

in the proposed UCS-RFID. In Section 9.4, we address desynchronization attacks on the

proposed system. In Section 9.5, we modify the original scheme of Section 9.2 to overcome

desynchronization attacks. In Section 9.6 we discuss tags’ privacy in the proposed system.

We summarize the chapter in Section 9.7.

9.2 The proposed UCS-RFID System

Based on pre-defined security requirements, a security parameter, N , is specified and a

2N -bit prime integer, p, is chosen. Initially, each tag is loaded with an N -bit long identifier,

A(0), and a secret key composed of five subkeys, i.e., K(0) =
(
k

(0)
a , k

(0)
b , k

(0)
c , k

(0)
d , k

(0)
u

)
. The

length of ka and kd is N bits, while kb, kc, and ku are 2N -bit long. The subkeys, k
(0)
a and

k
(0)
d , and the identifier, A(0), are drawn independently and uniformly from Z2N ; k

(0)
b is drawn

uniformly from Zp; while k
(0)
c and k

(0)
u are drawn independently and uniformly from Z∗p. The

subkeys ka, kb, kc, and kd will be used to generate messages exchanged in protocol runs,

while the sole purpose of ku is for updating the secret keys to maintain certain properties
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A ≡ n` + ka mod 2N

B ≡ n+ kb mod p

C ≡ n× kc mod p

D = n` ⊕ kd

Figure 9.1: A schematic of one instance of the proposed UCS-RFID protocol. The reader

interrogates the tag which responds with its current identifier, A. Using the received A, the

reader looks up the database for the corresponding key K. The reader generates a random

nonce, n, and use it with K to compute B and C. The tag responds with D to authenticate

itself.

(details are discussed later).

The security of the protocol relies on the reader’s ability to convey a random nonce to

the tag in an authenticated and secret manner (inspired by the information-theoretically

secure authenticated encryption proposed in [7]). When an RFID reader interrogates a tag

within its communication range, the tag responds with its identifier, A. Once the tag has

been identified, the reader generates a 2N -bit long random nonce, n, and delivers it to the

tag. If the reader is authenticated successfully, the received n will be used by the tag to

authenticate itself to the valid reader.

For the rest of the chapter, quantities involved in the generation of exchanged messages

in different protocol runs will be differentiated by superscripts. When differentiation be-

tween protocol runs is unnecessary, superscripts will be dropped for ease of notation.The
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proposed UCS-RFID enables the mutual authentication between an RFID reader and a tag

by executing four phases: a tag identification phase, a reader authentication phase, a tag

authentication phase, and a key updating phase. Figure 9.1 depicts a single protocol run of

the proposed UCS-RFID.

9.2.1 Tag Identification Phase

In order to carry out the authentication process, the reader must identify the tag it is com-

municating with to access its key information.

Step 1. The reader announces its presence by broadcasting a “Hello” message.

Step 2. The tag responds to the “Hello” message by sending its current identifier, A.

Step 3. The reader looks up the database for the key K = (ka, kb, kc, kd, ku) corresponding

to the tag’s current identifier, A.1 If A is not recognized as a valid identifier, the tag is

rejected.

9.2.2 Reader Authentication Phase

This is one of the most important phases in the proposed protocol. In this phase, the RFID

reader authenticates itself to the tag by proving its knowledge of the tag’s subkeys kb and

kc. More importantly, the reader delivers a nonce, n, to the tag in an authenticated and

perfectly secret manner.

Step 4. The reader generates a 2N -bit random nonce, n, drawn uniformly from the mul-

tiplicative group Z∗p. We emphasize that n must be an unpredictable nonce; predictable

nonces such as time stamps do not induce the required randomness.

Step 5. With kb, kc, and n, the reader broadcasts two messages, B and C, generated

1Database management is out of the scope of this work.
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according to the following formulas:

B ≡ n+ kb mod p, (9.1)

C ≡ n× kc mod p. (9.2)

Step 6. Upon receiving B and C, the tag extracts n from message B and verifies its

integrity using message C. The reader is authenticated if and only if the following integrity

check is satisfied,

(B − kb)× kc ≡ C mod p. (9.3)

If the integrity check of equation (9.3) does not pass, the reader will not be authenticated

and the tag will abort the protocol.

9.2.3 Tag Authentication Phase

In the tag authentication phase, the tag is authenticated by its ability to extract the correct

nonce, n, and its knowledge of the secret key kd.

Step 7. If the reader failed the authentication process, the tag aborts the protocol. Oth-

erwise, the tag broadcasts message D, given by

D = n` ⊕ kd, (9.4)

where n` denotes the N most significant bits of n.

Step 8. Upon receiving D, the reader authenticates the tag by verifying that the received

D is equal to n` ⊕ kd. Otherwise, the tag is rejected.

9.2.4 Key Update Phase

After a mutual authentication between the RFID reader and the tag is achieved, the pa-

rameters are updated at the database and the tag for the next mutual authentication run.
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Step 9. The reader and the tag update the key, K, and the tag identifier, A. Let A(m),

k
(m)
i , and n(m) denote the identifier A, ki, and n used to execute the mth protocol run; let

nr denotes the N least significant bits of n. Then, the parameters are updated as follows,

k(m+1)
a = n(m)

r ⊕ k(m)
a , (9.5)

k
(m+1)
b ≡ k(m)

u + (n(m) ⊕ k(m)
b ) mod p, (9.6)

k(m+1)
c ≡ k(m)

u × (n(m) ⊕ k(m)
c ) mod p, (9.7)

k
(m+1)
d = n(m)

r ⊕ k(m)
d , (9.8)

k(m+1)
u ≡ k(m)

u × n(m) mod p, (9.9)

A(m+1) ≡ n(m)
` + k(m+1)

a mod 2N . (9.10)

It is vital for the security of the protocol that the updated k
(m+1)
b and k

(m+1)
c remain

uniformly distributed over Zp and Zp\{0}, respectively. Here is where the updating key,

ku, comes into play. In addition to inducing a desired independence between message B(m)

and the updated k
(m+1)
b , and between message C(m) and the updated k

(m+1)
c , observe that,

since Zp is a field, k
(m)
u will always be uniformly distributed over Z∗p (since the initial k

(0)
u is

drawn uniformly from Z∗p and every generated nonce is a random element of Z∗p). Therefore,

k
(m+1)
b is uniformly distributed over Zp. However, there is a possibility that k

(m+1)
c will be

equal to zero; which will occur, with negligible probability, when n(m)⊕ k(m)
c is congruent to

zero modulo p. In this case, n(m)⊕k(m)
c in equation (9.7) is replaced with n(m)×k(m)

c . Now,

n(m)×k(m)
c is guaranteed not to be congruent to zero (since any field is an integral domain),

which guarantees that k
(m+1)
c is not zero. The reason for not starting with n(m) × k(m)

c in

the update equation of k
(m+1)
c is that this is equal to C(m), which will lead to revealing

information about the nonce with the observation of multiple consecutive protocol runs.

With the update procedure described above, n(m) × k(m)
c will be used for updating k

(m+1)
c

with negligible probability, and even when it is used, the adversary can never know that it is

being used. Therefore, without loss of generality, we will assume for the rest of the chapter

that equation (9.7) always results in a k
(m+1)
c that is uniformly distributed over Zp\{0}.
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9.3 Security Analysis

Before we show the security of our UCS-RFID, we will first prove our claims that, un-

der our adversarial model, the integrity of the delivered nonce, n, can be verified using a

single modular multiplication, and show that the random nonce is delivered to tags in an

unconditionally secure manner.

9.3.1 Integrity of the Delivered Nonce

In this section, we will show how the integrity of the nonce, n, is preserved without resorting

to computationally secure cryptographic primitives. The integrity of the delivered nonce in

our UCS-RFID is accomplished in a novel way, by taking advantage of the properties of the

integer field Zp, with only a single multiplication operation.

There are two cases to consider: modifying message B alone and modifying both B and

C in order to make the tag authenticate a false nonce. Modifying message C alone, since

its main purpose is to authenticate the received nonce, does not lead to the extraction of a

modified nonce.

Lemma 16. Given that kc is uniformly distributed over Zp\{0}, the probability of accepting

a modified nonce by a valid tag is at most 1/(p− 1).

Proof: Assume that message B has been modified to B′. This modification will lead

to the extraction of a nonce, n′, different than the authentic n generated by the reader; that

is, n′ ≡ B′−kb mod p. Message C, however, is used to verify the integrity of the extracted

n′. Let n′ ≡ n+ ε mod p; for some ε ∈ Zp\{0}. To be accepted by the tag, n′ must satisfy

the integrity check of equation (9.3). That is,

n′ × kc = (n+ ε)× kc = (n× kc) + (ε× kc) (9.11)

?≡ C ≡ n× kc mod p. (9.12)

Clearly, the congruence in equation (9.12) will be satisfied only if ε× kc ≡ 0 mod p. How-

ever, since kc is a nonzero element by design, and ε 6≡ 0 (since ε ≡ 0 implies that n′ ≡ n

mod p), the fact that p is prime guarantees that ε× kc 6≡ 0 mod p. Therefore, the congru-
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ence of equation (9.12) can never be satisfied, and any modification of message B alone will

be detected with probability one.

The second case to consider here is when both messages B and C are corrupted simul-

taneously. Assume that message B has been modified so that the extracted nonce becomes

n′ ≡ n+ ε mod p; for some ε ∈ Zp\{0}. Also, assume that message C has been modified to

C ′ ≡ C + δ mod p, for some δ ∈ Zp\{0}. The integrity of the extracted n′ is verified using

the received C ′ as follows:

C + δ ≡ C ′ (9.13)

?≡ n′ × kc ≡ (n+ ε)× kc ≡ (n× kc) + (ε× kc) ≡ C + (ε× kc) mod p. (9.14)

Equivalently, the false n′ is accepted only if δ ≡ ε×kc. Since kc is unknown to the adversary,

for any fixed δ, since Zp is a field, there exists a unique ε ∈ Zp\{0} that satisfies (9.14).

Therefore, the probability of modifying both B and C in a way undetected by the tag is at

most 1/(p− 1) (equivalently, guessing the value of kc).

9.3.2 Privacy of the Delivered Nonce

Before we show that the nonce is delivered to the tag in an unconditionally secure manner,

we need the following lemma.

Lemma 17. Given that the preloaded subkeys k
(0)
a , k

(0)
b , k

(0)
c , and k

(0)
d are mutually in-

dependent, the subkeys k
(m)
a , k

(m)
b , k

(m)
c , and k

(m)
d at the mth protocol run are mutually

independent, for any m ∈ N.

Proof: Let k
(m)
a ,k

(m)
b ,k

(m)
c , and k

(m)
d be the random variables representing the

subkeys involved in the generation of the messages exchanged between an authorized RFID
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pair during the mth protocol run of our UCS-RFID. Then, for any k
(1)
a , k

(1)
b , k

(1)
c , and k

(1)
d ,

Pr
(
k
(1)
a = k(1)

a ,k
(1)
b = k

(1)
b ,k

(1)
c = k(1)

c ,k
(1)
d = k

(1)
d

)
=
∑
n,ku

Pr
(
k
(1)
a = k(1)

a ,k
(1)
b = k

(1)
b ,k

(1)
c = k(1)

c ,k
(1)
d = k

(1)
d |n = n,ku = ku

)
· Pr

(
n = n,ku = ku

)
(9.15)

=
∑
n,ku

Pr
(
k
(0)
a = k(1)

a ⊕ nr,k
(0)
b = (k

(1)
b − k

(0)
u )⊕ n,k(0)c = (k(1)

c × k(0)
u

−1
)⊕ n

,k
(0)
d = k

(1)
d ⊕ nr

)
· Pr

(
n = n,ku = ku

)
(9.16)

=
∑
n,ku

Pr
(
k
(0)
a = k(1)

a ⊕ nr
)
· Pr

(
k
(0)
b = (k

(1)
b − k

(0)
u )⊕ n

)
· Pr

(
k
(0)
c = (k(1)

c × k(0)
u

−1
)⊕ n

)
· Pr

(
k
(0)
d = k

(1)
d ⊕ nr

)
· Pr

(
n = n,ku = ku

)
(9.17)

=
∑
n,ku

1

2N
· 1

p
· 1

p− 1
· 1

2N
· Pr

(
n = n,ku = ku

)
(9.18)

= Pr
(
k
(1)
a = k(1)

a

)
· Pr

(
k
(1)
b = k

(1)
b

)
· Pr

(
k
(1)
c = k(1)

c

)
· Pr

(
k
(1)
d = k

(1)
d

)
. (9.19)

Equations (9.17) and (9.18) hold due to the independence and the uniform distribution

of the initial subkeys (k
(0)
a ,k

(0)
b ,k

(0)
c ,k

(0)
d ), respectively; while equation (9.19) holds due

to the uniform distribution of the updated subkeys (k
(1)
a ,k

(1)
b ,k

(1)
c ,k

(1)
d ). The existence

of k
(0)
u

−1
, the multiplicative inverse of k

(0)
u in Zp, is a direct consequence of the fact that

k
(0)
u ∈ Z∗p. The proof of the lemma follows by induction.

Lemma 18. At each instance of the protocol, the random nonce generated by the authorized

reader in an instance of our UCS-RFID protocol is delivered to the tag in a perfectly secret

manner.

Proof: Fix kb, kc, and let n be uniformly distributed over Zp\{0}. (Recall that, by

Lemma 17, kb and kc are statistically independent in every protocol run; so, the superscript

will be dropped for ease of notation.) Then the resulting B and C will be uniformly

distributed over Zp and Zp\{0}, respectively. Consequently, for any arbitrary b ∈ Zp and

c ∈ Zp\{0}, the probability of B and C taking these specific values are Pr(B = b) = 1/p

and Pr(C = c) = 1/(p− 1).
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Now, given a specific value of the random nonce n = n, the probability that B takes a

value b is

Pr(B = b|n = n) = Pr(kb = b− n) (9.20)

= 1/p. (9.21)

Similarly, given a specific value of the random nonce n = n, the probability that C takes a

value c is

Pr(C = c|n = n) = Pr(kc = c× n−1) (9.22)

= 1/(p− 1). (9.23)

Equations (9.21) and (9.23) hold since, by design, kb and kc are uniformly distributed over

Zp and Zp\{0}, respectively. The existence of n−1 is a direct consequence of the fact that

n ∈ Z∗p.

Therefore, for any nonce n and any values of b and c, Bayes’ theorem [101] can be

used to show that Pr(n = n|B = b) = Pr(n = n) = Pr(n = n|C = c). That is, the a

priori probabilities that the random nonce is n are the same as the a posteriori probabilities

that the random nonce is n given the corresponding B and C. Hence, both B and C

“individually” provided perfect secrecy. However, since they are both functions of the

same variable, there might be information leakage about n revealed by the combination

of B and C. One way of measuring how much information is learned by the observation

of two quantities is the notion of mutual information. Consider an arbitrary b ∈ Zp and

arbitrary c, n ∈ Z∗p. Then, for independent kb and kc uniformly distributed over Zp and Z∗p,
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respectively, we get:

Pr(B = b,C = c) =
∑
n

Pr(B = b,C = c|n = n) Pr(n = n) (9.24)

=
∑
n

Pr(kb = b− n,kc = c× n−1) Pr(n = n) (9.25)

=
∑
n

Pr(kb = b− n) Pr(kc = c× n−1) Pr(n = n) (9.26)

=
∑
n

1

p
· 1

p− 1
· Pr(n = n) (9.27)

= Pr(B = b) · Pr(C = c). (9.28)

Equation (9.26) holds by the independence of kb and kc, while equations (9.27) and (9.28)

hold by the uniform distribution of kb, kc, B, and C. Consequently, B and C are inde-

pendent and, thus, their mutual information is zero [61]. In other words, observing both

messages B and C gives no extra information about n than what they give individually.

Remark 11. Lemma 18 does not hold for an adversary who has observed multiple con-

secutive protocol runs between authorized reader-tag pairs. Consider observing three con-

secutive B messages, say B(0), B(1), B(2). The fundamental problem is that only k
(0)
b ∈ Zp

and k
(0)
u ∈ Z∗p are involved in the update equation of the subkey kb. Therefore, out of

the total (p− 1)3 possible sequences of {n(0), n(1), n(2)}, to an adversary who has observed

{B(0), B(1), B(2)}, there are only p(p − 1) possible {n(0), n(1), n(2)} sequences that could

have generated the observed B’s; a violation to the definition of perfect secrecy. Obviously,

one can include more variables in the update equation of kb but that will only increase the

number of consecutive protocol runs an adversary is allowed to observe to a certain number.

However, breaking perfect secrecy does not imply breaking the system. In what follows,

we provide an example to further illustrate the remark; then, we give detailed probabilistic

analysis to show that the system can still provide unconditional security given some practical

assumptions about the RFID system.

Example 3. This example illustrates the effect of observing consecutive protocol runs be-

tween authorized reader-tag pairs. For simplicity, assume that the used prime number is

p = 7. Assume further that the initial keys k
(0)
b = 2 and k

(0)
u = 5 are preloaded into the
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tag. Consider the first three protocol runs as follows.

First run: let the generated nonce be n0 = 1. Then by equation (9.1) the adversary can

observe B0 = 3 broadcasted by the reader. The tag and the reader will then update the

keys according to equations (9.6) and (9.9) to k
(1)
b = 1 and k

(1)
u = 5.

Second run: let the generated nonce be n1 = 6. Then by equation (9.1) the adversary

can observe B1 = 0. The tag and the reader will then update the keys according to equa-

tions (9.6) and (9.9) to k
(2)
b = 5 and k

(2)
u = 2.

Third run: let the generated nonce be n2 = 2. Then the adversary can observe B2 = 0.

Now, with some algebra the adversary can construct the following system of equations:

B0 = k
(0)
b + n0, (9.29)

B1 = k(0)
u + (n0 ⊕ k(0)

b ) + n1, (9.30)

B2 = (k(0)
u × n0) +

(
n1 ⊕

(
k(0)
u + (n0 ⊕ k(0)

b )
))

+ n2. (9.31)

Consider now the sequence {n0 = 1, n1 = 1, n2 = 1}. Given the observed B’s, by checking

equations (9.29), (9.30), and (9.31), one can see that the sequence {n0 = 1, n1 = 1, n2 = 1}

cannot satisfy the three equations simultaneously. Moreover, by checking all possible 6×6×6

sequences, one can find that only 7×6 of them can satisfy all three equations simultaneously.

The fundamental problem is that only k
(0)
b ∈ {0, 1, 2, 3, 4, 5, 6} and k

(0)
u ∈ {1, 2, 3, 4, 5, 6} are

involved in the three equations.

Observe, however, that this does not imply anything more than that the sequence {n0 =

1, n1 = 1, n2 = 1} cannot generate the observed B’s. That is, it does not imply that n0 6= 1,

nor that n1 6= 1, nor that n2 6= 1. In other words, individually, any one of the n’s can be

equal to one (indeed, n0 = 1 in the above example).

Therefore, for the adversary to obtain meaningful information, she must know the exact

value of at least one of the nonces (so that possible values of other nonces can be eliminated).

This can only occur if for at least one nonce ni, only one value in Z∗p is possible. That is,

all the possible values ni is allowed to take can be eliminated, except for exactly one value.
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Figure 9.2: The probability of exposing at least one nonce as a function of the number of

consecutive protocol runs observed by the adversary, for different size of security parameter

and different number of parameters involved in the update equation.

We will now provide probabilistic analysis of the number of consecutive protocol runs an

adversary must observe in order to learn the value of at least one of the transmitted nonces.

By the randomness nature of the generated nonces, the total number of possible se-

quences is uniformly distributed over the nonces. That is, given there are p(p− 1) possible

sequences, if the adversary has observed m consecutive protocol runs, each of the m nonces

is expected to have m
√
p(p− 1) possible values. Therefore, for m consecutive protocol runs,

the total number of possible values distributed over the m nonces is m m
√
p(p− 1).

To give a lower bound on the number of consecutive protocol runs an adversary must

observe in order to infer at least one nonce with a certain probability, we use the well-

known “balls in bins without capacity” problem in probability theory. Given r balls thrown
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uniformly at random at m bins, the probability that at least one bin remains empty is given

by [78]:

Pr[at least one bin remains empty] =

(
r−1
m−1

)(
m+r−1
m−1

) . (9.32)

Given that each nonce will take at least one value, the problem reduces to distributing

(m m
√
p(p− 1)−m) values uniformly at random at m nonces and finding the probability that

at least one nonce does not receive another possible value. Substituting r = m m
√
p(p− 1)−

m in equation (9.32), we plot the results in Figure 9.2. Each plot shows the number of

consecutive protocol runs an adversary must observe in order to infer at least one nonce

with a certain probability. In the top left plot, the security parameter N is 128-bit long,

with only kb and ku are involved in the update equation of kb. The plot in the top right

shows the result when all secret keys are involved in the update equation of kb. The two

bottom plots shows the result when the used security parameter is 256-bit long.

As can be seen in Figure 9.2, the number of consecutive protocol runs an adversary

has to observe to learn the value of at least one nonce is much higher than the number of

protocol runs needed to break perfect secrecy. Depending on how many secret keys are used

in the update equations and the length of the security parameter, for an adversary to have

a 50% chance of exposing a secret nonce value, the number of consecutive protocol runs

needed to be observed can be as high as 240 complete runs.

Remark 12. Observe that, unlike general computer communications, that many consecutive

protocol runs can be sufficiently high for RFID systems. Consider, for example, an RFID

tag used for a pay-at-the-pump application. If the user goes to the same gas station every

single time, this implies that for an adversary to extract secret tag information, she must

be in a close proximity to the user for about 240 consecutive gas pumping. In the case in

which the user goes to different gas stations, this implies that the adversary is following the

user everywhere. Both scenarios are highly unlikely to occur in real life applications. In a

different example, consider low-cost tags replacing barcodes for identifying grocery items. In

such applications, that many authorized protocol runs are unlikely to occur during the entire

life time of a low-cost tag. The following corollary is a direct consequence of this remark.

Corollary 2. In order to expose secret tag information, the adversary must observe a
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sufficiently high number of honest protocol runs between authorized reader-tag pairs.

This implies that adversaries, regardless of their computational power, must rely on

authorized reader-tag interactions to have a chance of inferring secret information.

Assumption 1. For the rest of the chapter, we will adopt the assumption that observing

enough protocol runs to expose the value of a nonce is impractical in low-cost RFID systems.

9.3.3 Security of Mutual Authentication

Before we can state our main theorem regarding the security of mutual authentication in

our protocol, we need two more lemmas.

Lemma 19. Under Assumptions 1, given that the reader generates random nonces, no

information about the secret key, K, is revealed by observing protocol runs of the proposed

protocol.

Proof: We start with the basic assumption that the key is loaded to the tag secretly;

that is k
(0)
a , k

(0)
b , k

(0)
c , and k

(0)
d are secret. By Lemma 18, messages B(0) and C(0) provide

perfect secrecy. That is, no information about the nonce, n(0), nor the keys, k
(0)
b and k

(0)
c ,

will be leaked by B(0) and C(0). Now, n(0) will be used to generate D(0) = n
(0)
` ⊕ k

(0)
d and

A(1) = n
(0)
` + (n

(0)
r ⊕ k(0)

a ). Since n(0) is delivered in a perfectly secret manner, and k
(0)
d and

k
(0)
a are secret, no information will be revealed by the observation of D(0) and A(1). (The

proof is very similar to the proof of Lemma 18; it is based on the fact that k
(0)
a and k

(0)
d are

random and independent.)

So far, no secret information about the initial key K(0) nor the nonce n(0) has been

revealed. Therefore, there is no information leakage about the updated subkeys k
(1)
a =

n
(0)
r ⊕k(0)

a , k
(1)
b = k

(0)
u + (n(0)⊕k(0)

b ), k
(1)
c = k

(0)
u × (n(0)⊕k(0)

c ), and k
(1)
d = n

(0)
r ⊕k(0)

d . Given

that the keys are updated to remain independent and to have the same distribution as the

outdated keys, and that n(1) is random and independent from the previous nonce and from

the secret keys, the proof follows by induction (given Assumption 1).
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Lemma 20. Under Assumption 1, an adversary making qq Query oracles, qs Send oracles

will succeed with probability at most

max
{ qq
p− 1

,
qs
2N

}
. (9.33)

Proof: By Lemma 19 and Corollary 2, calling the Execute oracle a practical number of

consecutive times is of no help to the adversary, since no information is leaked by observing

messages exchanged between authorized RFID pairs.

On the other hand, an adversary calling the Query oracle will receive A as the tag’s

response. Depending on the adversary’s response, the tag will respond with message D

with probability 1/(p−1) (the probability of successful forgery by Lemma 16), or abort the

protocol with probability (p−2)/(p−1). If the tag does respond, the protocol is considered

broken. However, upon unsuccessful forgery, the tag will abort, and responds to the next

Query with the same identifier, A. Therefore, no information about the tag’s secret key is

revealed by multiple Query calls.

Finally, an adversary calling the Send oracle to impersonate a valid tag will be successful

with probability at most 1/2N . This is due to the fact that A might or might not be a valid

tag identifier. If it is not, the reader will abort the protocol. Assume, however, that A is a

valid identifier (the adversary can obtain a valid one by interrogating a tag in the system).

An authorized reader, responding with B and C, will accept D if and only if D = n` ⊕ kd.

To extract the correct n`, however, the adversary must know kb or kc, which are kept secret

by Lemma 19. Moreover, kd is unknown to the adversary (also by Lemma 19). Hence, the

adversary’s probability of success is 1/2N , and the lemma follows.

Given that p is a 2N -bit prime integer, the adversary’s probability of falsely authenti-

cating herself to a valid tag is at most 1/22N−1, and the adversary’s probability of authen-

ticating herself to a valid reader is 1/2N . That is, the probability of mutual authentication

when the protocol is not honest is negligible in the security parameter N . We can now state

our main theorem.

Theorem 12. Under Assumption 1, the proposed UCS-RFID is a secure mutual authenti-

cation protocol for RFID systems.
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Proof: Lemma 19 implies that the first condition of Definition 7 is satisfied. The

second condition of Definition 7 can be easily verified; it merely means that if the messages

exchanged between legitimate RFID pairs are relayed faithfully to one another, mutual

authentication is achieved. The third condition of Definition 7 is shown to be satisfied in

Lemma 20. Thus, all three conditions of Definition 7 are satisfied.

9.4 Desynchronization Analysis

Observe that the analysis of Section 9.3 does not include the adversarial ability to block

messages exchanged in parts of the protocol. In this section, we extend the analysis to

include the Block oracle introduced in Section 8.4.2 and discuss the possible attacks that

can be launched by blocking exchanged messages along with their corresponding mitigations.

9.4.1 Desynchronization Attacks

As in stateful protocols, the update procedure is critical for the security and the correctness

of the protocol. Without a valid identifier and a valid set of keys, tags cannot be identified

successfully in the proposed protocol. Consequently, not only the secrecy and authenticity

of tags parameters must be preserved, but also tags’ states must be synchronized with the

database. That is, if the parameters of a certain tag in the database are different than the

parameters stored at the tag itself, the tag cannot be identified successfully by authorized

readers. Therefore, it is important to show that tags in the proposed system are secured

against possible desynchronization attacks.

From Theorem 12, an adversary cannot cause a desynchronization between tags and

the database with a non-negligible probability by authenticating herself to the tag or the

reader. The protocol as described in Section 9.2, however, allows an adversary to mount a

desynchronization attack by blocking some messages exchanged between authorized reader-

tag pairs. In order to formalize such attacks, we need the Block oracle defined in Section

8.4.2

In what follows, we investigate the effect of blocking different messages in a protocol run

and then give an extension to the protocol description of Section 9.2.
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1. Block(“Hello”): An adversary blocking the first protocol message, the “Hello” mes-

sage from the reader to the tag, will cause the tag not to respond. That is, neither the tag

nor the database will update the tag’s state. Therefore, no desynchronization will occur by

blocking the first protocol message.

2. Block(A): Consider an adversary blocking the second message containing the tag’s iden-

tifier A. Again, neither the tag nor the database will update the tag’s parameters and no

desynchronization will occur. An adversary replaying message A to the reader will cause

no harm either. To see this, recall that the adversary does not know kb, kc nor kd, hence,

she cannot extract the correct n and generate a valid D with a non-negligible probability.

3. Block(B,C): Consider an adversary blocking messages B and C, and replaying them

to the tag. Of course, the adversary will be authenticated. However, this is considered as

faithfully relaying messages, which does not affect the honesty of the protocol. This makes

sense, because the tag will respond with a message D which does not reveal extra informa-

tion about the tag that has not been revealed by A.

4. Block(D): Consider an adversary blocking message D sent to the reader. The reader will

assume that the tag has not updated its parameters while, in fact, it has. Consequently,

the secret keys at the tag’s side will be different than the secret keys stored at the database,

causing a possible desynchronization between the tag and the reader. A solution to this

problem is that the reader updates the parameters even if it does not receive message D

from the tag. The reader, however, must store both the updated and the outdated param-

eter values at the database to count for the possible scenario that the tag has not updated

its parameters (more details in Section 9.5).
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9.4.2 Key Exposure

A more dangerous attack can be launched by blocking messages B and C sent to the tag,

or message D sent to the reader, if the same keys, with different nonces are used in the

next protocol run. To see this, assume that B(1) ≡ n(1) +k
(1)
b mod p and C(1) ≡ n(1)×k(1)

c

mod p have been blocked by an active adversary. If the same keys k
(1)
b and k

(1)
c are used to

generate B(2) ≡ n(2) +k
(1)
b mod p and C(2) ≡ n(2)×k(1)

c mod p, the difference between the

two nonces, n(1) and n(2), is simply the difference between B(1) and B(2). It can be easily

seen that:

C(2) ≡ n(2) × k(1)
c mod p (9.34)

≡ (n(1) + δ)× k(1)
c mod p (9.35)

≡ (n(1) × k(1)
c ) + (δ × k(1)

c ) mod p (9.36)

≡ C(1) + (δ × k(1)
c ) mod p. (9.37)

Hence, with the knowledge that n(2) ≡ n(1) + δ mod p, where δ ≡ B(2) − B(1) mod p,

the value of k
(1)
c can be easily computed as k

(1)
c ≡ (C(2) − C(1)) × δ−1 mod p. Thus, we

emphasize that whenever the reader receives an outdated identifier, the reader retransmits

the same messages B(1) and C(1), as opposed to generating a new nonce and transmitting

B(2) and C(2) as above.

The requirement that the reader responds with the same B and C when receiving an

outdated A, however, introduces a vulnerability to a man-in-the-middle (MITM) attack.

Consider an adversary observing messages A(1), B(1), C(1), and then intercepting message

D(1). The reader will assume that the tag has not updated its parameter. Hence, in the next

protocol run, the adversary can impersonate the tag by sending its A(1) and, upon receiving

the same B(1) and C(1), she can replay the intercepted D(1), which will be accepted by the

reader.

Fortunately, there is an easy fix for this vulnerability. Whenever a valid reader receives

an outdated identifier A(1), it responds with the same B(1) and C(1) to avoid key exposure

(as discussed above). But the tag does not get authenticated upon the reception of D(1)

(to avoid the man-in-the-middle attack described above). The reader continues by carrying
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out another protocol run with the tag (with updated keys this time), and only if the second

authentication run is passed, with updated parameters to generate A(2), B(2), C(2), and D(2),

the tag is authenticated. Below, we extend the basic description of our protocol to take into

account the desynchronization and key exposure attacks described above.

9.5 The Complete UCS-RFID Description

As discussed in the previous section, the basic protocol description of Section 9.2 is vulner-

able to desynchronization and key recovery attacks. We she below an extension the basic

protocol description that is secure against the desynchronization and key recovery attacks

illustrated in the previous section.

Step 1. The reader announces its presence by broadcasting a “Hello” message.

Step 2. The tag responds to the “Hello” message by sending its current identifier, A.

Step 3. The reader looks up the database for the key K = (ka, kb, kc, kd, ku) corresponding

to the tag’s current identifier, A. If A is not recognized as a valid identifier, the tag is

rejected.

Step 4. There are two possible scenarios if A is identified: 1. A can be updated (cor-

responding to the case in which the tag has updated its parameters successfully during its

last protocol run) and, 2. A can be outdated (corresponding to the case in which the tag

has not updated its parameters during its last protocol run, while the database has).

4.1. If A is updated, the reader generates a 2N -bit random nonce, n, drawn uniformly

at random from the multiplicative group Z∗p. The reader also deletes the outdated informa-

tion of the tag from the database, if existed.

4.2. If A is outdated, the reader uses the same nonce n used for the last protocol run

with the tag.

Step 5. With kb, kc, and n, the reader broadcasts two messages, B and C, generated
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according to the following formulas:

B ≡ n+ kb mod p, (9.38)

C ≡ n× kc mod p. (9.39)

Again, there are two possible scenarios.

5.1. If A was updated, the reader updates the tags parameters. Let A(m), k
(m)
i , and

n(m) denote the identifier A, ki, and n used to execute the mth protocol run; let nr denotes

the N least significant bits of n. Then, the parameters are updated as follows,

k(m+1)
a = n(m)

r ⊕ k(m)
a , (9.40)

k
(m+1)
b ≡ k(m)

u + (n(m) ⊕ k(m)
b ) mod p, (9.41)

k(m+1)
c ≡ k(m)

u × (n(m) ⊕ k(m)
c ) mod p, (9.42)

k
(m+1)
d = n(m)

r ⊕ k(m)
d , (9.43)

k(m+1)
u ≡ k(m)

u × n(m) mod p, (9.44)

A(m+1) ≡ n(m)
` + k(m+1)

a mod 2N . (9.45)

5.2. If A was outdated, the reader does nothing (since the parameters have already

been updated during the last protocol run).

Step 6. Upon receiving B and C, the tag extracts n from message B and verifies its

integrity using message C. The reader is authenticated if and only if the following integrity

check is satisfied,

(B − kb)× kc ≡ C mod p. (9.46)

If the integrity check of equation (9.46) does not pass, the reader will not be authenticated

and the tag will abort the protocol. (This is an example where the tag’s identifier used in

the next protocol run will be outdated.)

Step 7. If the reader is authenticated, the tag broadcasts message D, given by

D = n` ⊕ kd, (9.47)
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where n` denotes the N most significant bits of n (the subscript ` refers to the `eft half of

n). The tag then updates its parameters according to equations (9.40)-(9.45).

Step 8. Upon receiving D, the reader authenticates the tag by verifying that the re-

ceived D is equal to n`⊕ kd. If D does not pass the validity check, the tag is rejected. If D

passes the validity check, there are two possible scenario.

8.1. If A was updated, the tag is authenticated.

8.2. If A was outdated, the reader goes back to Step 1 to start another protocol run

with the tag.

9.6 Privacy of RFID Tags

In this section we analyze the level of privacy achieved by UCS-RFID according to the

privacy definitions of Section 8.4.3. Consider a tag Ta that has been interrogated by the

adversary to get its identifier A
(i)
a .

Lemma 21. Under the adversarial and security models of Section 8.4, tags executing the

UCS-RFID protocol are universally untraceable.

Proof: Assume the tag has accomplished mutual authentication with an authorized

reader. Its identifier A
(i)
a is updated according to equation (9.10) to A

(i+1)
a = n

(i)
` + k

(i)
a ,

where both n
(i)
` and k

(i)
a are unknown, random strings. That is, according to Theorem 12,

the adversary cannot correctly predict the value of A
(i+1)
a with a non-negligible probability.

Therefore, given the tag, Ta, with identifier A
(i+1)
a , and another tag, Tb, with identifier

Ab, the adversary can do no better than a random guess. That is, Pr(Tg = Ta) = 0.5,

and the adversary’s advantage of tracking the tag is AdvA = 2
(

Pr(Tg = Ta) − 0.5
)

= 0.

Consequently, tags using our protocol are passively private.

Lemma 22. Under the adversarial and security models of Section 8.4, tags executing the

UCS-RFID protocol are not existentially untraceable.

Proof: With the absence of authorized readers, tags are unable to update their pa-

rameters. Hence, an adversary interrogating the same tag multiple times will receive the
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same response, and the adversary’s advantage of recognizing the tag is one. Consequently,

tags using our UCS-RFID for mutual authentication are not actively private.

The case of tracking tags by their other responses can be handled similarly. Section

9.6.1 addresses the problem of active privacy and discuss possible solutions.

9.6.1 Tag Probing Attack

In the tag probing attack, a rogue reader probes the tag by sending a “Hello” message.

The tag challenges the reader by revealing its identifier, A, and the reader replies with false

authentication information. Given that the authentication fails, the tag will not update its

keying information and its identifier. Hence, the tag will respond with the same A on every

“Hello” message after every false authentication attempt.

This is a common issue shared by all stateful RFID protocols. The fundamental problem

here is that tags are identified via their states, the identifiers in the proposed protocol. To

prevent illegal tag tracking, the state must be updated. Since the state in both the tag and

the database must be the same, to enable identification, the tag cannot update its identifier

in a way unrecognized by valid readers. Consequently, active adversaries interrogating the

same tag multiple times, without successfully completing the protocol run, will be able to

correlate the tag’s responses. Thus, leading to the ability to illegally track RFID tags.

Using the tag probing attack, the adversary can track the tag and the user that carries

it, until a successful authentication is performed with an authorized reader. The problem

of active privacy, however, is very challenging in RFID protocols based on symmetric-key

cryptography (see, e.g., [181, 49, 265, 58, 9] for references addressing this issue). Most

existing protocols that provide active privacy require readers to perform linear search of all

tags in the system in order to identify every single tag response [25]. (Although out of the

scope of this chapter, the identification process can be performed more efficiently in this

protocol since identifiers are broadcasted in clear text.) Given the stringent computational

power of tags in this protocol, we discuss the following non-cryptographic techniques to

mitigate the tag probing vulnerability.

In [130], Juels et al. introduced the idea of a blocker tag. The blocker tag can simulate
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many ordinary RFID tags simultaneously to enhance users’ privacy. In [82], Floerkemeier

et al. proposed the use of a watchdog tag. The watchdog tag enables users to be aware of

their tags being interrogated. In [215], Rieback et al. proposed the idea of using an RFID

guardian. The RFID guardian is a battery powered device that protects tags from being

illegally scanned. In [131], Juels et al. proposed the idea of using an RFID Enhancer Proxy

(REP) to enhance the privacy of RFID tags.

9.7 Summary

In this chapter, a new direction into the problem of authenticating low-cost RFID systems

is proposed. The aim of this chapter was to investigate the possibilities of unconditional

security in the design of RFID protocols. An instance of such protocols was proposed.

Under a restriction on the number of consecutive protocol runs an adversary is assumed to

observe, the proposed protocol is shown to achieve unconditional secrecy and unconditional

integrity. The main goal of this new approach is to design secure RFID protocols with

minimum hardware requirements to meet the demand of secure low-cost RFID systems.
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Chapter 10

SECURING RFID SYSTEMS:
A COMPUTATIONALLY SECURE APPROACH

In the previous chapter, we proposed an unconditionally secure approach to address the

privacy and authenticated identification in RFID systems. The security of the UCS-RFID

system of the previous chapter, however, relies on the assumption that the adversary can-

not observe a large number of consecutive protocol runs. Since this assumption might be

impractical in some application, we propose here two approaches for authenticated message

exchange suitable for low-cost devices that are provably secure without the above assump-

tion.

10.1 Message Authentication Codes and Pervasive Computing

There are two important observations to make about standard MAC algorithms. First,

they are designed independently of any other operations required to be performed on the

message to be authenticated. For instance, if the authenticated message must also be

encrypted, existing MACs are not designed to utilize the functionalities that can be provided

by the underlying encryption algorithm. Second, most existing MACs are designed for the

general computer communication systems, independently of the properties that messages

can possess. For example, one can find that most existing MACs are inefficient when the

messages to be authenticated are short. (For instance, UMAC, the fastest reported message

authentication code in the cryptographic literature [249], has undergone large algorithmic

changes to increase its speed on short messages [151].)

Nowadays, however, there is an increasing demand for the deployment of networks con-

sisting of a collection of small devices. In many practical applications, the main purpose

of such devices is to communicate short messages. A sensor network, for example, can be

deployed to monitor certain events and report some collected data. In many sensor net-
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work applications, reported data consist of short confidential measurements. Consider, for

instance, a sensor network deployed in a battlefield with the purpose of reporting the exis-

tence of moving targets or other temporal activities. In such applications, the confidentiality

and integrity of reported events are of critical importance [5, 204, 203].

In another application, consider the increasingly spreading deployment of radio frequency

identification (RFID) systems. In such systems, RFID tags need to identify themselves to

authorized RFID readers in an authenticated way that also preserves their privacy. In

such scenarios, RFID tags usually encrypt their identity, which is typically a short string,

to protect their privacy. Since the RFID reader must also authenticate the identity of

the RFID tag, RFID tags must be equipped with a message authentication mechanism

[221, 128, 199].

Another application that is becoming increasingly important is the deployment of body

sensor networks. In such applications, small sensors can be embedded in the patient’s body

to report some vital signs. Again, in some applications the confidentiality and integrity of

such reported messages can be important [277, 252, 244].

There have been significant efforts devoted to the design of hardware efficient imple-

mentations that suite such small devices. For instance, hardware efficient implementations

of block ciphers have been proposed in, e.g., [75, 163, 116, 153, 45, 171]. Implementa-

tions of hardware efficient cryptographic hash functions have also been proposed in, e.g.,

[192, 227, 46, 141]. However, there has been little or no effort in the design of special al-

gorithms that can be used for the design of message authentication codes that can utilize

other operations and the special properties of such networks. In this chapter, we provide

the first such work.

In this chapter, we propose two new techniques for authenticating short encrypted mes-

sages that are more efficient than existing approaches. In the first technique, we utilize the

fact that the message to be authenticated is also encrypted, with any secure encryption

algorithm, to append a short random string to be used in the authentication process. Since

the random strings used for different operations are independent, the authentication algo-

rithm can benefit from the simplicity of unconditional secure authentication to allow for

faster and more efficient authentication, without the difficulty to manage one-time keys. In
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the second technique, we make the extra assumption that the used encryption algorithm is

block cipher based to further improve the computational efficiency of the first technique.

The rest of the chapter is organized as follows. In Section 10.2 we describe the first

authentication technique assuming messages do not exceed a maximum length, discuss its

performance advantages over existing techniques, and prove its security. In Section 10.3,

we propose a modification to the scheme of Section 10.2 that provides a stronger notion

of integrity. In Section 10.4, we describe the second technique assuming the encryption

is block cipher based, discuss its performance, and prove its security. In Section 10.5, we

summarize the chapter.

10.2 Authenticating Short Encrypted Messages

In this section, we describe our first authentication scheme that can be used with any IND-

CPA secure encryption algorithm. An important assumption we make is that messages to

be authenticated are no longer than a predefined length. This includes applications in which

messages are of fixed length that is known a priori, such as RFID systems in which tags

need to authenticate their identifiers, sensor nodes reporting events that belong to certain

domain or measurements within a certain range, etc. The approach of this section can be

viewed as a special case of the E-MAC scheme proposed in Chapter 4 in which authenticated

message are of a pre-defined length.

10.2.1 The Proposed System

The proposed scheme is based on the encode-then-encrypt principle of Bellare and Rogaway

[36]. Let N − 1 be an upper bound on the length, in bits, of exchanged messages. That is,

messages to be authenticated can be no longer than (N − 1)-bit long. Choose p to be an

N -bit long prime integer. (If N is too small to provide the desired security level, p can be

chosen large enough to satisfy the required security level.) Choose an integer ks uniformly

at random from the multiplicative group Z∗p; ks is the secret key of the scheme. The prime

integer, p, and the secret key, ks, are distributed to legitimate users and will be used for

message authentication. Note that the value of p need not be secret, only ks is secret.



157

Let E be any IND-CPA secure encryption algorithm. Let m be a short messages (N − 1

bit or shorter) that is to be transmitted to the intended receiver in a confidential manner

(by encrypting it with E). Instead of authenticating the message using a traditional MAC

algorithm, consider the following procedure. On input a message m, a random nonce r ∈ Zp

is chosen. (We overload m to denote both the binary string representing the message, and

the integer representation of the message as an element of Zp. The same applies to ks and

r. The distinction between the two representations will be omitted when it is clear from the

context.) We assume that integers representing distinct messages are also distinct, which

can be achieved by appropriately encoding messages [42].

Now, r is appended to the message and the resulting m ‖ r, where “‖” denotes the

concatenation operation, goes to the encryption algorithm as an input. Then, the authen-

tication tag of message m can be calculated as follows:

τ ≡ mks + r (mod p). (10.1)

Remark 13. We emphasize that the nonce, r, is generated internally and is not part of

the chosen message attack. In fact, r can be thought of as a replacement to the coin tosses

that can be essential in many MAC algorithms. In such a case, the generation of r imposes

no extra overhead on the authentication process. We also point out that, as opposed to one-

time keys, r needs no special key management; it is delivered to the receiver as part of the

encrypted ciphertext.

Since the generation of pseudorandom numbers can be considered expensive for compu-

tationally limited devices, there have been several attempts to design true random number

generators that are suitable for RFID tags (see, e.g., [165, 114, 115]) and for low-cost sensor

nodes (see, e.g., [205, 52, 83]). Thus, we assume the availability of such random number

generators.

Now, the ciphertext c = E(m||r) and the authentication tag τ , computed according to

equation (10.1), are transmitted to the intended receiver.

Upon receiving the ciphertext, the intended receiver decrypts it to extract m and r.

Given τ , the receiver can check the validity of the message by performing the following



158

integrity test:

τ
?≡ mks + r (mod p). (10.2)

If the integrity check of equation (10.2) is satisfied, the message is considered authentic.

Otherwise, the integrity of the message is denied.

Note, however, that the authentication tag is a function of the confidential message.

Therefore, the authentication tag must not reveal information about the plaintext since,

otherwise, the confidentiality of the encryption algorithm is compromised. Before we give

formal security analysis of the proposed technique, we first discuss its performance compared

to existing techniques.

10.2.2 Performance Discussion

As discussed in Section 3.1, there are three classes of standard message authentication

codes (MACs) that can be used to preserve message integrity in mobile and pervasive

computing. One can use a MAC based on block ciphers, a MAC based on cryptographic

hash functions, or a MAC based on universal hash-function families. Since MACs based

on universal hashing are known to be more computationally-efficient than MACs based on

block ciphers and cryptographic hash function [249], we focus on comparing the proposed

MAC to universal hash functions based MACs.

In MACs based on universal hashing, two phases of computations are required: 1. a

message compression phase using a universal hash function and, 2. a cryptographic phase

in which the compressed image is processed with a cryptographic primitive (a block cipher

or a cryptographic hash function). The compression phase is similar to the computation

of equation (10.1) of the proposed MAC (in fact, the proposed MAC of equation (10.1) is

an instance of strongly universal hash functions). As opposed to standard universal hash

functions based MACs, however, there is no need to process the the result of equation (10.1)

with a cryptographic function in the proposed technique.

When the messages to be authenticated are short, the modulus prime, p, can also be

small. For a small modulus, the modular multiplication of equation (10.1) is not a time

consuming operation. That is, for short messages, the cryptographic phase is the most time
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consuming phase. Since we target applications in which messages are short, eliminating

the need to perform such a cryptographic operation will have a significant impact on the

performance of the MAC operation. For instance, while the cryptographic hash function

SHA-256 hashes at around 21 cycles/byte [184], the modular multiplication of equation

(10.1) runs in about 1.5 cycles/byte [42], which illustrates the significance of removing the

cryptographic phase from our MAC.

Another advantage of the proposed method is hardware efficiency. The hardware re-

quired to perform modular multiplication is less than the hardware required to perform

sophisticated cryptographic operations. This advantage is particularly important for low-

cost devices.

Compared to single-pass authenticated encryption algorithms, when combined with a

stream cipher, the technique of Section 10.2.1 will be much faster (recall that all secure

single-pass authenticated encryption methods are block cipher based). Furthermore, our

construction is an instance of the encrypt-and-authenticate (E&M) generic composition.

That is, the encryption and authentication operations can be performed in parallel. If the

underlying encryption algorithm is a block cipher based, the time to complete the entire

operation will be the time it takes for encryption only. Even with the added time to

encrypt the nonce, which depending on the length of r and the size of the block cipher

might not require any additional block cipher calls, single-pass authenticated encryption

methods typically require at least two additional block cipher calls.

10.2.3 Security Analysis

In this section, we prove the confidentiality of the system, give a formal security analysis of

the proposed message authentication mechanism, and then discuss the security of the com-

posed authenticated encryption system. The security model that will be used for security

analysis is the same security model of Chapter 4.
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10.2.3.1 Data Privacy

We show in this section that the privacy of the proposed compositions is provably secure

assuming the underlying encryption algorithm provides indistinguishability under chosen

plaintext attacks (IND-CPA). Let Σ denote the proposed authenticated encryption compo-

sition described in Section 10.2.1. Let A be an adversary against the privacy of Σ and let

Advpriv
Σ (A) denote adversary’s A advantage in breaking the privacy of the system, where the

privacy of the system is modeled as its indistinguishability under chosen plaintext attacks.

One gets the following theorem.

Theorem 13. Let Σ be the authenticated encryption composition described in Section 10.2.1

using E as the underlying encryption algorithm. Then given an adversary, A, against the

privacy of Σ, one can construct an adversary, B, against E such that

Advpriv
Σ (A) ≤ Advind-cpa

E (B).

Theorem 13 states that an adversary breaking the privacy of the proposed system will

also be able to break the IND-CPA of the underlying encryption algorithm. Therefore, if

E provides IND-CPA, the adversary’s advantage of exposing private information about the

system is negligible. Note that private information here refers not only to the encrypted

messages, but also the secret key, ks, as well as the secret key of the encryption algorithm.

Observe that, unlike Chapter 9, no specific protocol is proposed in this chapter. That is,

the proposed idea can be used to construct different protocols. Therefore, while Theorem

13 implies universal untraceability, forward and existential untraceabilities will depend on

the specifics of the identification protocol.

Proof: [Proof of Theorem 13] Recall that each authentication tag, τ , computed accord-

ing to equation (10.1) requires the generation of a random nonce, r. Recall further that r

is generated internally and is not part of the chosen message attack. Now, if r is delivered

to the receiver using a secure channel (e.g., out of band), then equation (10.1) is an in-

stance of a perfectly secret (in Shannon’s information theoretic sense) one-time pad cipher

(encrypted with the one-time key r) and, hence, no information will be exposed. However,



161

the r corresponding to each tag is delivered via the ciphertext. Therefore, the only way to

expose private information is from the ciphertext.

Assume now that A is an adversary against the privacy of the system proposed in

Section 10.2.1. Let B be an adversary with access oracle to the encryption algorithm E and

let adversary A use adversary B to attack the privacy of observed ciphertexts. Then,

Advpriv
Σ (A) ≤ Advind-cpa

E (B)

and the theorem follows.

10.2.3.2 Data Authenticity

We can now proceed with the main theorem formalizing the adversary’s advantage of suc-

cessful forgery against the proposed scheme. As before, let Σ denotes the proposed authen-

ticated encryption composition of Section 10.2.1 and let Advauth
Σ (A) denotes adversary’s A

advantage of successful forgery against Σ.

Theorem 14. Let Σ denotes the proposed authenticated encryption composition of Section

10.2.1 in which the authentication tag is computed over the the finite integer field Zp. Let

A be an adversary making a q signing queries before attempting its forgery. Then, one can

come up with an adversary, B, against the IND-CPA security of the underlying encryption

algorithm, E, such that

Advauth
Σ (A) ≤ Advind-cpa

E (B) +
1

p− 1
.

Theorem 14 states that if the adversary’s advantage in breaking the IND-CPA security

of the underlying encryption algorithm as negligible, then so is her advantage in breaking

the integrity of the scheme. That is, the integrity of the scheme of Section 10.2.1 is provably

secure provided the underlying encryption algorithm is IND-CPA secure.

Proof: [Proof of Theorem 14] Assume an adversary calling the signing oracle for q times

and recording the sequence

Seq =
{

(m1, τ1), · · · , (mq, τq)
}

(10.3)
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of message-tag pairs. We aim to bound the probability that an (m, τ) pair of the adversary’s

choice will be accepted as valid, where (m, τ) 6= (mi, τi) for any i ∈ {1, · · · , q}, since

otherwise the adversary does not win by definition.

Let m ≡ mi + ε (mod p) for any i ∈ {1, · · · , q}, where ε can be any function of the

recorded values. Similarly, let r ≡ ri + δ (mod p), where δ is any function of the recorded

values (r here represents the value of the coin tosses extracted by the legitimate receiver

after decrypting the ciphertext). Assume further that the adversary knows the values of ε

and δ. Then,

τ ≡ mks + r (mod p) (10.4)

≡ (mi + ε)ks + (ri + δ) (mod p) (10.5)

≡ τi + εks + δ (mod p). (10.6)

Therefore, for (m, τ) to be validated, τ must be congruent to τi + εks + δ modulo p. Now,

by Theorem 13, ks will remain secret as long as the adversary does not break the IND-CPA

security of the encryption algorithm. Hence, by Lemma 1, the value of εks is an unknown

value uniformly distributed over the multiplicative group Z∗p (observe that ε cannot be the

zero element since, otherwise, m will be equal to mi). Therefore, unless the adversary

can break the IND-CPA security of the underlying encryption algorithm, her advantage of

successful forgery is 1/(p− 1) for each verify query, and the theorem follows.

Remark 14. Observe that, if both ks and r are used only once (i.e., one-time keys), the

authentication tag of equation (10.1) is a well-studied example of a strongly universal hash

family (see [243] for a definition of strongly universal hash families and detailed discussion

showing that equation (10.1) is indeed strongly universal hash family). The only difference

is that we restrict ks to belong to the multiplicative group modulo p, whereas it can be equal

to zero in unconditionally secure authentication. This is because, in unconditionally secure

authentication, the keys can only be used once. In our technique, since ks can be used to au-

thenticate an arbitrary number of messages, it cannot be chosen to be zero. Otherwise, mks

will always be zero and the system will not work. The novelty of our approach is to utilize

the encryption primitive to reach the simplicity of unconditionally secure authentication,

without the need for impractically long keys.
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Note also that, unless further assumptions about the encryption algorithm is assumed

(such as the pseudorandom permutation property as in Section 10.4), it is critical for the

security of authentication to perform the multiplication modulo a prime integer. That is, as

shown in Chapter 7, the security of authentication based on universal hash families similar

to the one in equation (10.1) is proportional to the reciprocal of the smallest prime factor

of the used modulus.

10.3 From Weak to Strong Unforgeability

As per [34], there are two notions of unforgeability in authentication codes. Namely, a

MAC algorithm can be weakly unforgeable under chosen message attacks (WUF-CMA),

or strongly unforgeable under chosen message attacks (SUF-CMA). A MAC algorithm is

said to be SUF-CMA if, after launching chosen message attacks, it is infeasible to forge a

message-tag pair that will be accepted as valid regardless of whether the message is “new”

or not, as long as the tag has not been previously attached to the message by an authorized

user. If it is only hard to forge valid tags for “new” messages, the MAC algorithm is said

to be WUF-CMA.

The authentication code, as described in Section 10.2, is only WUF-CMA. To see this, let

E works as follows. On input a message m, generate a random string s, compute PRFx(s),

where PRFx is a pseudorandom function determined by a secret key x, and transmit c =

(s, PRFx(s)⊕m) as the ciphertext. Then, E is an IND-CPA secure encryption. Applied to

our construction, on input a message m, the ciphertext will be c =
(
s, PRFx(s)⊕(m||r)

)
and

the corresponding tag will be τ ≡ mks + r (mod p). Now, let s′ be a string of length equal

to the concatenation of m and r. Then, c′ =
(
s, PRFx(s) ⊕ (m||k) ⊕ s′

)
=
(
s, PRFx(s) ⊕

(m||k ⊕ s′)
)
. Let s′ be a string of all zeros except for the least significant bit, which is set

to one. Then, either τ1 ≡ mks + r + 1 (mod p) or τ2 ≡ mks + r − 1 (mod p) will be a

valid tag for m, when c′ is transmitted as the ciphertext. That is, the same message can be

authenticated using different tags with high probabilities.

While WUF-CMA can be suitable for some applications, it can also be inadequate for

other applications. Consider RFID systems, for instance. If the message to be authenticated

is the tag’s fixed identity, then WUF-CMA allows the authentication of the same identity
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by malicious users. In this section, we will modify the original scheme described in Section

10.2 to make it SUF-CMA, without incurring any extra computational overhead.

As can be observed from the above example, the forgery is successful if the adversary

can modify the value of r and predict its effect on the authentication tag τ . To rectify this

problem, not only the message but also the coin tosses, r, must be authenticated. Obviously,

this can be done with the use of another secret key k′s and computing the tag as

τ ≡ mks + rk′s (mod p). (10.7)

This, however, requires twice the amount of shared key material and an extra multiplication

operation. A more efficient way of achieving the same goal can be done by computing the

modular multiplication

σ = mks (mod p) (10.8)

and transmitting an encrypted version of the result of equation (10.8) as the authentication

tag. That is, since r is the main reason for the successful forgery illustrated above, instead

of authenticating r as in equation (10.7), it is removed from the equation. However, since

r was necessary for the privacy of the scheme of Section 10.2.1, it is required to encrypt

the result of equation (10.8) before transmission to provide data privacy. This implies that

the scheme described here is an instance of the MAC-then-Encrypt (MtE) composition as

apposed to the Encrypt-and-MAC (E&M) composition of Section 10.2.1.

The description of the modified system is as follows. Assume the users have agreed on

a security parameter N , exchanged an N -bit prime integer p, and a secret key ks ∈ Z∗p.

On input a message m ∈ Zp, compute the modular multiplication σ = mks (mod p). The

transmitter encrypts m and σ and transmits the ciphertext c = E(m,σ) to the intended

receiver. The ciphertext can be the encryption of the plaintext message concatenated with

σ, i.e. E(m||σ), or it can be the concatenation of the encryption of the message and the

encryption of σ, i.e. E(m)||E(σ). For ease of presentation, we will assume the latter scenario

and call the ciphertext c = E(m) and the tag τ = E(σ). Decryption and authentication are

performed accordingly.

The proof that this modified scheme provides data privacy can be found in [34]. In

particular, since the modified scheme of this section is an instance of MtE compositions,
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Bellare and Namprempre showed that if the underlying encryption algorithm is IND-CPA

secure, then so is the generic MtE composition [34]. The proof that the modified scheme

achieves weak unforgeability under chosen message attacks is similar to the proof of Theorem

14 and, thus, is omitted. Below we show that the modified system described in this section

is indeed strongly unforgeable under chosen message attacks.

Theorem 15. The proposed scheme is strongly unforgeable under chosen message attacks

(SUF-CMA), provided the adversary’s inability to break the IND-CPA security of the un-

derlying encryption algorithm.

Proof: Let (m, τ) be a valid message-tag pair recorded by the adversary. By equation

(10.8), for the same m, the resulting σ will always be the same. Assume the adversary

is attempting to authenticate the same message, m, with a different tag τ ′. Since σ in

both cases is the same, the difference between τ and τ ′ is due to the probabilistic behavior

of the encryption algorithm. Therefore, the adversaries advantage of breaking the SUF-

CMA security of the scheme is negligible provided the IND-CPA security of the encryption

algorithm. That is,

Advsuf-cma
Σ (A) ≤ Advind-cpa

E (B) + negl(N),

where negl(N) is a negligible function in the security parameter N , and the theorem follows.

10.4 Encrypting with Pseudorandom Permutations (Block Ciphers)

In this section, we describe a message authentication approach that is faster than the one

described in previous sections. The main idea of this approach is that the input-output

relation of the used encryption operation can be realized as a pseudorandom permutation.

The scheme of this section can be viewed as a special case of the KMAC scheme introduced

in Chapter 5 in which authenticated message are of a pre-determined length.

10.4.1 Background

Informally speaking, a strong pseudorandom permutation is an invertible function in which

the input-output relation cannot be distinguished from a true random function by compu-
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Figure 10.1: The Cipher Block Chaining (CBC) mode of encryption used for message en-

cryption. The random number, r, is treated as the first block of the plaintext.

tationally bounded users. In practice, most modern block ciphers can be modeled as strong

pseudorandom permutations. In fact, in the call for proposals for the Advanced Encryption

Standard (AES) one can find the following statement [138]:

“The security provided by an algorithm is the most important factor ... . Algorithms will

be judged on the following factors ...

• The extent to which the algorithm output is indistinguishable from a random permu-

tation on the input block.”

Since the design of hardware efficient block ciphers is an active research area nowadays,

with solution already proposed (see, e.g., [75, 163, 116, 153, 45, 171]), we propose here an-

other authentication code assuming the used encryption algorithm is a strong pseudorandom

permutation.

10.4.2 The Proposed System

Let F : {0, 1}N → {0, 1}N be the function representing the bock cipher. We assume that F

acts as a strong pseudorandom permutation, a typical assumption satisfied by secure block

ciphers. Assume further that exchanged messages are N -bit long.
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10.4.2.1 Message Encryption

Let m be a short message that is to be transmitted to the intended receiver in a confidential

manner. For every message to be transmitted, a random nonce r ∈ Z2N is chosen. (We

overload m to denote both the binary string representing the message, and the integer

representation of the message as an element of Z2N ; the same applies to r. The distinction

between the two representations will be omitted when it is clear from the context.)

Now, the concatenation of r and m goes to the encryption algorithm, call it E , as an

input. Ideally, we may desire E to be a strong pseudorandom permutation; however, since

N can be sufficiently long (e.g., 128 or larger), constructing a block cipher that maps 2N -bit

strings to 2N -bit strings can be expensive. Therefore, we resort to the well-studied cipher

block chaining (CBC) mode of operation to construct E from F , as illustrated in Figure

10.1.1

Consider the CBC mode of operation depicted in Figure 10.1. The nonce r is treated as

the first plaintext block and is XORed with the initialization vector (IV) to insure IND-CPA

security. The first ciphertext block,

c1 = FkE (IV ⊕ r), (10.9)

is then XORed with the second plaintext block, m in our construction, to produce the

second ciphertext block,

c2 = FkE (c1 ⊕m), (10.10)

where kE is the key corresponding to the block cipher. The resulting

c = E(r,m) = IV ||c1||c2 (10.11)

is then transmitted to the intended receiver as the ciphertext.

1Although other modes of operations, such as, counter (CTR), output feedback (OFB), etc., can be used,
we restrict our attention to the CBC mode for two reasons. First, the CBC mode of operation is sufficient
to illustrate the main ideas of our construction. Second, it is a reasonable mode of operation for low-cost
devices that are unable to perform parallel computing.
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10.4.2.2 Message Authentication

With the encryption described above, authentication becomes simpler than the ones in

previous sections; the authentication tag of message m is calculated as follows:

τ ≡ m+ r (mod 2N ). (10.12)

Upon receiving the ciphertext, the intended receiver decrypts it to extract r and m.

Given τ , the receiver can check the validity of the message by performing the following

integrity test:

τ
?≡ m+ r (mod 2N ). (10.13)

If the integrity check of equation (10.13) is satisfied, the message is considered authentic.

Otherwise, the integrity of the message is denied.

10.4.3 Performance Discussion

Assuming devices are already equipped with a secure block cipher to encrypt messages,

the authentication technique of Section 10.4.2 requires only one modular addition. While

addition is performed in O(n) time, the fastest integer multiplication algorithms typically

require O(n log n log log n) time [85]. Therefore, as efficient as the scheme proposed in

Section 10.2.1, the authentication technique of Section 10.4.2 is at least O(log n log logn)

faster. (We note, however, that the scheme of Section 10.2.1 can result in a faster authenti-

cated encryption if combined with a stream cipher since the one of Section 10.4.2 requires

the use of block cipher based encryption.)

10.4.4 Security Analysis

In this section, we prove the privacy of the system, give a formal security analysis of the

proposed message authentication mechanism, and then discuss the security of the composed

authenticated encryption system. The security model that will be used here is the same as

the security model used to analyze the security in Chapter 5.
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10.4.4.1 Data Privacy

Recall that two pieces of information are transmitted to the intended receiver (the ciphertext

and the authentication tag), both of which are functions of the private plaintext message.

Now, when it comes to the authentication tag, observe that the nonce r serves as a one-time

key (similar to the role r plays in the construction of Section 10.2). The formal analysis

that the authentication tag does not compromise message privacy is the same as the one

provided in Section 10.2.3.1 and, thus, is omitted.

The ciphertext of equation (10.9), on the other hand, is a standard CBC encryption and

its security is well-studied; thus, we give the theorem statement below without a formal

proof (interested readers may refer to textbooks in cryptography, e.g., [179, 243, 138] for

more details). Let the privacy of the system be modeled as its indistinguishability from a

pseudorandom permutation, one gets the following.

Theorem 16. Let E be the encryption algorithm of Figure 10.1 and let F be the block cipher

used to construct E. Then given an adversary A against the privacy of E, one can construct

an adversary B against the pseudorandomness of F such that

Advpriv
E (A) ≤ Advprp

F (B).

Furthermore, the experiment for B takes the same time as the experiment for A and, if A

makes at most qe oracle queries, then B makes at most 2qe oracle queries.

Theorem 16 states that an adversary breaking the privacy of the encryption algorithm

of Figure 10.1 is also able to break the pseudorandomness of the underlying block cipher.

Therefore, the adversary’s advantage of breaking the privacy of the encryption algorithm is

negligible, provided the use of a secure block cipher.

10.4.4.2 Data Authenticity

Before we provide a bound on the probability of successful forgery, we give an informal dis-

cussion on how the structure of the authenticated encryption composition will be utilized.2

2The discussion is similar to the one at the beginning of Section 5.3.2.
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Recall that, in standard MACs, the security is modeled by the adversary’s probability of

predicting a valid authentication tag for a certain message. That is, given the adversary’s

knowledge of a polynomial number of valid message-tag pairs, the goal of the adversary is

to forge a new message-tag pair that will be accepted as valid.

MACs in an our authenticated encryption composition, on the other hand, are fundamen-

tally different than standard MACs. The intended receiver in an authenticated encryption

system receives a ciphertext-tag pair as opposed to message-tag pair. This implies that, for

an attempted forgery to be successful, the adversary must come up with a ciphertext-tag

pair that will be accepted as valid, not a message-tag pair. (Note, however, that we do

not hide messages from the adversary. In fact, we assume the adversary’s ability to launch

chosen message attacks, as can be seen in the security model and the formal proof below.)

Remark 15. We emphasize that this security model can also be used for the analyses of

previous sections (since it is also the case that the intended user receives a ciphertext-tag

pair). The reason for not using this security model in previous sections is that the security

can be proven using the standard model. For the technique proposed in this section, however,

security cannot be proven without the modified model (as can be seen in the proof below).

Following the standard convention in cryptography, we give below information-theoretic

bound on the adversary’s probability of successful forgery assuming the block cipher is a

true random permutation (the complexity-theoretic analogy is given after the theorem). Let

Σ denote the proposed composition of Section 10.4.2 and let Advauth
Σ (A) denote adversary’s

A advantage of successful forgery against Σ.

Theorem 17. Let F : {0, 1}N → {0, 1}N be a true random permutation used to construct

an encryption algorithm, E, in the cipher block chaining mode, as depicted in Figure 10.1.

Let Σ denote the proposed composition of Section 10.4.2 and let A be an adversary calling

the signing oracle q times before making a forgery attempt. Then,

Advauth
Σ (A) ≤ 21−N .
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To pass a complexity-theoretic analog of Theorem 17, one will need access to an F−1 or-

acle in order to verify a forgery attempt, which translates into needing the strong pseudoran-

dom permutation assumption. One gets the following. Fix a block cipher F : K×{0, 1}N →

{0, 1}N that is used to construct the mode of encryption of Figure 10.1. Let A be an ad-

versary that asks q signing queries then attempting its forgery. Then, there is an adversary

B attacking the block cipher in which

Advauth
Σ (A) ≤ Advsprp

F (B) + 21−N ,

where Advsprp
F (B) is as defined in equation (2.3). Furthermore, adversary B takes the same

time adversary A takes, minus the time of generating the coin tosses and the generation

and authentication of tags, and makes at most 2(q + 1) oracle queries.

Proof: [Proof of Theorem 17] When q = 0 it is rather straightforward. It follows directly

from the fact that each value of the authentication tag is equally probable (by Lemma 1).

Now, assume A has made q signing queries and recorded the sequence

Seq =
{

(m1, c1, τ1), · · · , (mq, cq, τq)
}
. (10.14)

A then calls the verify oracle with (c, τ), where (c, τ) 6= (ci, τi) for any i = 1, · · · , q since

otherwise A does not win by definition. We aim to bound the probability that (c, τ) will be

validated. Let r and m be the nonce and the message corresponding to the decryption of c,

respectively. There are two possible strategies for forgery:

1. attempt to forge a valid ciphertext-tag pair corresponding to a specific plaintext of

A’s choice,

2. attempt to authenticate a ciphertext-tag pair regardless of their corresponding plain-

text (i.e., modify a recorded ciphertext-tag pair in a way undetected by the legitimate

receiver).

Call the former forgery1 and the latter forgery2.

To bound the probability of forgery1, assume A attempts to falsely authenticate a plain-

text r||m 6= ri||mi for any i = 1, · · · , q. If r 6= ri, the adversary must predict the two
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ciphertext blocks and the probability of successful forgery is 2−2N (since F is a true random

permutation). If r = ri, the adversary must predict the ciphertext block corresponding to

m, which is equal to 2−N . Therefore, the probability of forgery1 is at most 2−N .

To bound the probability of forgery2, denote by Collision the event that m+ r ≡ mi + ri

(mod 2N ) for some i ∈ {1, · · · , q}. That is, the tag corresponding to the modified ciphertext,

τ , collides with τi, one of the recorded tags in the sequence of equation (10.14). Also, we

use Collision as the typical notation for the complement of Collision.

Obviously, when the event Collision occurs, (c, τi) 6= (ci, τi) will pass the integrity check,

leading to successful forgery. Recall, however, that F is a true random permutation; hence,

m and r, the message and the nonce corresponding to c, cannot be correlated to mi and ri,

the plaintext and the nonce corresponding to ci. That is, from the adversary’s standpoint,

m and r are random elements of Z2N . Therefore, the probability that the plaintext-nonce

pair corresponding to c (the modified version of ci), will result in a τ that collides with τi is

Pr
[
Collision

]
= Pr

[
m+ r ≡ mi + ri (mod 2N )

]
≤ 2−N . (10.15)

Assume now that the event Collision is true. If no collision has occurred, then the

adversary’s probability of successful forgery is bounded by the probability of predicting the

plaintext message corresponding to c. That is, similar to the probability of forgery1,

Pr
[
forgery2|Collision

]
≤ 2−N . (10.16)

By equations (10.15) and (10.16), it follows that the probability of forgery2 can be bounded

by:

Pr
[
forgery2

]
= Pr

[
forgery2|Collision

]
· Pr

[
Collision

]
+ Pr

[
forgery2|Collision

]
· Pr

[
Collision

]
(10.17)

≤ Pr
[
Collision

]
+ Pr

[
forgery2|Collision

]
(10.18)

≤ 2−N + 2−N . (10.19)

Hence, max
{

Pr
[
forgery1

]
,Pr

[
forgery2

]}
= 21−N is A’s maximum advantage of suc-

cessful forgery, and the theorem follows.
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10.5 Summary

In this chapter, a new technique for authenticating short encrypted messages is proposed.

The fact that the message to be authenticated must also be encrypted is used to deliver a

random nonce to the intended receiver via the ciphertext. This allowed the design of an au-

thentication code that benefits from the simplicity of unconditionally secure authentication

without the need to manage one-time keys. In particular, it has been demonstrated in this

chapter that authentication tags can be computed with one addition and a one modular

multiplication. Given that messages are relatively short, addition and modular multiplica-

tion can be performed faster than existing computationally secure MACs in the literature of

cryptography. When devices are equipped with block ciphers to encrypt messages, a second

technique that utilizes the fact that block ciphers can be modeled as strong pseudorandom

permutations is proposed to authenticate messages using a single modular addition.
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Chapter 11

REDUCING IDENTIFICATION COMPLEXITY

Recall that there are two complementing ends in any radio frequency identification system:

the interactive protocol between authorized RFID reader-tag pairs and the interaction be-

tween RFID readers and the database for data retrieval. In the previous two chapters, we

addressed the reader-tag interactive protocol side of RFID system. In this chapter, we turn

our attention to the reader-database data retrieval mechanism. In particular, we present

the first privacy-preserving protocol with constant-time identification.

11.1 The Identification Paradox

Privacy-preserving symmetric-key protocols are faced with the following paradox. On one

side, a tag must encrypt its identity with its secret key so that only authorized readers

can extract the identity. On the opposite side, authorized readers must first determine the

identity of the tag in order to know which key is to be used for decryption. Therefore, given

that tags’ responses are randomized (to protect users’ privacy), and that the length of tags’

responses is sufficiently long (so that easy to implement attacks such as random guessing

and exhaustive search will have small probability of success), searching the database for

those responses is a nontrivial task.

Most privacy-preserving RFID protocols trade-off identification efficiency for the sake

of privacy. That is, private identification is accomplished, but the reader is required to

perform an exhaustive search among all tags in the system in order to identify the tag

being interrogated (see, e.g., [191, 25, 59, 235]). In a typical protocol of this class, the

reader interrogates a tag by sending a random nonce, r1. The tag generates another nonce,

r2, computes h(ID, r1, r2), where h is a cryptographic hash function, and responds with

s =
(
r2, h(ID, r1, r2)

)
. (Different protocols implement variants of this approach; but this

is the main idea of this class of protocols.) Upon receiving the tag’s response, the reader
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performs a linear search of all tags in the system, computing the hash of their identifiers

with the transmitted nonces, until it finds a match. Obviously, unauthorized observers

cannot correlate different responses of the same tag, as long as the nonce is never repeated.

Although protocols of this class have been shown to provide private identification, their

practical implementation has a scalability issue. In a large-scale RFID system, performing

a linear search for every identification can be time consuming. Moreover, denial of service

attacks can be launched by giving authorized readers false identifiers causing them to per-

form exhaustive search amongst all tags in the system before realizing that the received

response is invalid. Hence, for an RFID system to be practical, one must aim for a scheme

that can break the barrier of linear-time identification complexity.

A big step towards solving the scalability issue in privacy-preserving RFID systems

was proposed in [181]. This new approach traded-off computational and communication

overhead on tags to speed up the identification process. The authors utilized a tree data

structure, where each edge in the tree corresponds to a unique secret key, each leaf of the

tree corresponds to a unique tag, and each tag carries the set of keys on the corresponding

path from the root of the tree to its leaf. When a reader interrogates a tag, the tag responds

with a message encrypted with its first key. By decrypting the tag’s response with the keys

corresponding to all edges of the first level of the tree, the reader can determine to which

edge the tag belongs. By traversing the tree from top to bottom, the tag can be identified

in O(logNT ) time using O(logNT ) reader-tag interactions, where NT is the number of tags

in the system.

Arranging tags in a tree, based on secret keys they possess, however, introduced a new

security threat to the RFID system known as the “tag compromise vulnerability”: every

compromised tag will reveal the secret keys from the root of the tree to its leaf. Since

these keys are shared by other tags in the system, compromising one tag will reveal secret

information about all tags sharing a subset of those keys. In [25], the tree structure is

analyzed showing that in a tree with a branching factor of two, compromising 20 tags in

a system of 220 tags leads to the identification of uncompromised tags with an average

probability close to one.

Another major drawback of the tree-based class of protocols is the increase in communi-
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cation and computation overhead on tags. In a typical RFID system, the reader interrogates

multiple tags simultaneously. Consequently, even in the linear-time identification protocols,

where communication overhead is O(1), collision avoidance and medium access control are

among the most challenging problems in the design of efficient RFID systems [183, 145, 143].

Increasing the communication overhead toO(logNT ) can only complicate collision avoidance

even further. Moreover, requiring the tag to perform O(logNT ) cryptographic operations

can also be problematic for passive tags as it leads to more energy consumption.

Researchers believing that reducing identification complexity from O(NT ) to O(logNT )

cannot be overlooked as a result of the vulnerability it introduced have been making signifi-

cant efforts to mitigate the tag compromise problem [167, 255, 168]. The idea shared by all

such attempts is to employ key updating mechanisms to mitigate the effect of tag compro-

mise. Other researchers, however, believe that the new threat overweighs the reduction in

identification complexity, thus, proceeding with the linear-time class of protocols and trying

to improve on its performance (see, e.g., [25, 59, 235]).

In this chapter, we address the private identification problem in large-scale RFID sys-

tems. We propose a protocol that, in addition to being resilient to tag compromise attacks,

allows constant-time identification, without imposing extra communication or computation

overhead on the resource limited tags. The main drive behind devising our protocol is the

intuition that, in order to overcome the problems in both linear and logarithmic identifica-

tion classes, one must aim for a solution that is fundamentally different than both of them.

We do not resort to tree structure, nor do we incur more communication overhead. Instead,

we utilize resources that are already available in RFID systems to improve identification

efficiency. That is, since in any RFID system there is a database, to store information about

tags in the system, and since storage is relatively cheap in today’s technology, we trade-off

storage for the sake of better identification efficiency. The novelty of the proposed proto-

col is the architecture of the database and the utilization of off-line computations to allow

for constant-time tag identification. In addition to its obvious advantage in identification

efficiency, our protocol has also a security advantage. In [24], Avoine et al. introduced a

new attack on the privacy of RFID systems based on time measurements. After analyzing

various protocols, the authors concluded that the protocol proposed in this chapter is, to
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Table 11.1: Performance comparison as a function of the number of tags in the system, NT ,

and a security parameter C introduced in our protocol. Class 1 represents protocols with

linear-time identification, while Class 2 represents protocols with log-time identification.

The overhead in the last column refers to computation and communication overhead on the

tags’ side.

Search time Key size Database size Overhead

Class 1 O(NT ) O(1) O(NT ) O(1)

Class 2 O(lgNT ) O(lgNT ) O(NT ) O(lgNT )

Proposed O(1) O(1) O(CNT ) O(1)

date, the best protocol in terms of efficiency and security [24]. Table 11.1 compares our

protocol to the classes of linear-time and log-time identification protocols.

The rest of the chapter is organized as follows. The proposed system is detailed in Section

11.2. In Section 11.3, we prove our claim of constant-time identification, and provide a case

study in Section 11.4. Section 11.5 is dedicated to the security proofs of the proposed

system. The robustness against tag compromise attacks is detailed in Section 11.6. In

Section 11.7, we discuss desynchronization attacks against the proposed system and extend

our system to prevent such attacks. We conclude our chapter in Section 11.8.

11.2 System Description

11.2.1 Protocol Overview

Each tag has an internal counter, c, and is preloaded with a unique secret pseudonym, ψ,

and a secret key, k. The secret key and the secret pseudonym are updated whenever mutual

authentication with a valid reader is accomplished, while the counter is incremented every

time authentication fails.

When an RFID reader is to identify and authenticate a tag within its range, it generates

a random nonce, r
$← {0, 1}L, and transmits it to the tag. Upon receiving r, the tag

computes h(ψ, c) and r̃ := h(0, ψ, c, k, r), where ψ is the tag’s current pseudonym, k is the
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Figure 11.1: A schematic of one instance of the protocol.

tag’s current secret key, c is the tag’s internal counter, and r is the received nonce. The

tag then increments its counter, c ← c + 1 and responds to the reader. With h(ψ, c), the

reader accesses the database to identify the tag and obtain its information, including its

pseudonym, ψ, its secret key, k, and a new pseudonym, ψ′, to update the tag. With r̃, the

reader authenticates the tag by confirming its knowledge of the secret key, k, obtained from

the database.

Once the tag has been identified and authenticated, the reader responds with h(1, ψ, k, r̃)⊕

ψ′ and h(2, ψ′, k, r̃). With h(1, ψ, k, r̃) ⊕ ψ′ the tag extracts its new pseudonym, ψ′. With

h(2, ψ′, k, r̃), the tag authenticates the reader and verifies the integrity of the received ψ′.

If the reader is authenticated, the tag resets its counter to zero and updates its secret key

and pseudonym to k′ = h(k) and ψ′, respectively. Otherwise, the protocol is terminated.

Figure 11.1 depicts a single protocol run between an RFID reader-tag pair.

11.2.2 Database Overview

As mentioned above, the tag is identified by its randomized response, h(ψ, c), which is an L-

bit long string. Since security requires that L is sufficiently long, it is infeasible to construct
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a physical storage that can accommodate all possible 2L responses, for direct addressing.

(This is the reason why previous schemes resorted to linear search amongst all tags in the

system to identify a response.) For ease of presentation, the structure of the database is

divided into three logical parts, M-I, M-II, and M-III.

To allow for constant-time identification, with feasible storage, we truncate the L-bit

identifiers to their s most significant bits, where s is small enough so that a storage of size

2s is feasible. Of course, many identifiers will share the same s most significant bits (to be

exact, 2L−s possible identifiers will share the same truncated value). M-I is a table of size

O(2s), with addresses ranging from 0 to 2s − 1, and each table entry contains a pointer to

an entry in M-II (similar to a hashtable data structure, with truncation instead of hashing).

All identifiers with the same s most significant bits will be stored in a smaller table in M-II,

and the pointer at address s in M-I will point to the head of this smaller table. Finally,

actual information about tags in the system is stored in M-III. Detailed construction of the

database and description of the identification process will be the focus of the remainder of

this section.

The proposed protocol can be broken into four main phases: parameters selection phase,

system initialization phase, tag identification phase, and identity randomization and system

update phase. Each phase is detailed below.

11.2.3 Parameters Selection

During this phase, the database is initialized and each tag is loaded with secret informa-

tion. The secret information includes the tag’s secret key, which the tag and reader use to

authenticate one another, and the tag’s pseudonym, which is used for tag identification.

Given the total number of tags the RFID system is suppose to handle, NT , and predefined

security and performance requirements (more about this later), the system designer chooses

the following parameters to start the initialization phase:

• The total number of pseudonyms, N . Since pseudonyms will be used as unique tag

identifiers, there must be at least one pseudonym for every tag in the system. Fur-

thermore, since tags are assigned new identifiers following every successful mutual
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Table 11.2: A list of parameters and used notations.

Symbol Definition

NT The total number of tags in the system

N The total number of pseudonyms in the system

ψi The pseudonym corresponding to the ith tag

C The maximum counter value

` The length of the secret parameter in bits

h Cryptographic hash function

L The output length of the used hash function

n The length of the truncated hash values

Ψi,c A tag identifier, Ψi,c := h(ψi, c)

Ψn
i,c The n most significant bits of Ψi,c

authentication process with an authorized reader, the total number of pseudonyms

must be greater than the total number of tags in the system, i.e., N > NT .

• The maximum counter value, C. The counter is used by RFID tags to mitigate

traceability by active adversaries; the larger the counter is, the more difficult it will

be for active adversaries to track the tag; on the downside, the size of the database

will grow linearly with the counter (the database size is O(NC)). Therefore, the size

of the counter is a trade-off between tags’ privacy and system complexity.

• The length, `, in bits, of the tags’ secret parameters (pseudonyms and keys). As

in any symmetric key cryptosystem, ` should be chosen properly to prevent easy-to-

implement attacks, such as exhaustive search and random guessing. Obviously, ` must

be long enough to generate N distinct pseudonyms, i.e., ` ≥ dlog2Ne. In practice,

however, ` will be much longer.

• The hash function, h. In particular, the output length of the hash values, L, is of
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Figure 11.2: During database initialization, all values of h(ψ, c) are computed.

special importance. The length must be chosen large enough so that there are no

collisions during database initialization, which is described below.

• The length, n, of the truncated hashes. The size of n is the key for constant-time

identification and practicality of the system. It will be determined in Section 11.3.

Table 11.2 summarizes the list of system parameters and used notations.

11.2.4 System Initialization

Once the system parameters have been chosen, the initialization phase can start. The ini-

tialization phase can be summarized in the following steps.

1) Given the number of pseudonyms, N , and the length of each pseudonym, `, the system

designer draws, without replacement, N pseudonyms randomly from the set of all possible

`-bit strings. That is, N distinct pseudonyms, ψ1, ψ2, . . . , ψN , are chosen at random from

{0, 1}`. Each tag is given a unique pseudonym and a secret key, and each tag’s counter

is initially set to zero. We emphasize that the drawn pseudonyms are not publicly known;

otherwise, tags’ privacy can be breached.

2) For each pseudonym, ψi, the hash value h(ψi, c) is computed for all i = 1, . . . , N and all
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c = 0, . . . , C − 1. That is, a total of NC hash operations must be performed, as depicted

in Figure 11.2. Each row of the table in Figure 11.2 corresponds to the same pseudonym.

Therefore, all entries in the ith row must point to the same memory address carrying infor-

mation about the tag identified by the pseudonym ψi.

In order for tags to be identified uniquely, the hash values in the table of Figure 11.2

must be distinct. This can be achieved by choosing the hash function, h, to be an expansion

function, as opposed to the usual use of hash functions as compression functions, so that

collision will occur with small probability.1 We will assume that the output of the hash

function has length L bits, which must be at least equal to dlog2NCe so that the table

in Figure 11.2, which is of size NC, can be constructed without collisions (L will be much

larger in practice). If a pseudonym that causes a collision in Figure 11.2 is found, the

pseudonym is replaced by another one that does not cause a collision. (Observe that the

pool of possible pseudonyms is of size 2`, which is much larger than the required number

of pseudonyms N , giving the system designer a sufficient degree of freedom in constructing

the system.) With the appropriate choice of the hash function, a table of hash values with

no collisions can be constructed. Note that this operation is performed only once during the

initialization phase, thus, it does not undermine the performance of the system.

Since the length of h(ψi, c) (the tags’ identifiers), L, is large to avoid collision, it would

be infeasible to have a physical storage that can accommodate all possible L-bit strings (for

direct addressing). For example, if L = 128, a database of size in the order of 4 × 1028

Gigabyte will be required. Previously proposed privacy-preserving schemes solve this prob-

lem in one of two approaches. The first approach requires O(NT ) memory space to store

information about each tag in the system, and requires the reader to perform a linear search

among tags in the system to identify tags’ responses; thus requiring O(NT ) space and O(NT )

time for identification. The other method identifies tags based on their key information and

requires the reader to perform logarithmic search to identify tags’ responses; thus requiring

O(NT ) space and O(logNT ) time for identification.

1For example, this can be accomplished by concatenating multiple hash functions, i.e., h(x) =
h1(x)|| · · · ||hm(x), so that h(x) has the required length.
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3) For ease of presentation, we will divide the database into three logical parts, M-I, M-II,

and M-III. The first part, M-I, consists of a single table of size O(2n).The second part, M-II,

consists of multiple smaller tables; the total size of all the tables in M-II is O(NC). Finally,

the last part, M-III, is of size O(N).

M-I is a table of pointers. The addresses of M-I range from 0n to 1n; each entry in the

table points to the head of one of the mini tables in M-II (according to a specific relation

explained below).

Each entry of M-II contains two fields. In the first field, the hash values obtained in the

table of Figure 11.2 are stored (i.e., h(ψi, c) for all i = 1, . . . , N and all c = 0, . . . , C − 1).

M-II is organized based on the hash values stored in the first field. We say that two hash

values h(ψ1, c1) and h(ψ2, c2) are in the same position, b, if their n most significant bits are

the same (recall that the output length of the hash function is L > n). All hash values that

have the same position, i.e., share the n most significant bits, are stored in the same mini

table in M-II (e.g., the hash values with b = s in Figure 11.3). Hash values with distinct

positions are stored in different tables (e.g., hash values with b = 1, s, 1n in Figure 11.3).

(Recall that Figure 11.2 contains the computed hash values; hence, table M-II can be viewed

as a reorganized version of the two-dimensional table in Figure 11.2 into a one-dimensional

table of size O(NC).) The second field of each entry of M-II stores a pointer to an entry

in M-III containing information about a tag in the system (depending on the value of the

first field). For example, if the value stored in the first field is h(ψi, c), then the value in the

second field will be a pointer to the data entry in M-III where information about the tag

with pseudonym ψi can be found.

After M-II has been constructed, the pointers at M-I are chosen to satisfy the following:

the pointer stored at address a in M-I must point to the mini table in M-II that stores

identifiers with position a. In other words, each pointer in M-I must point to the identifiers

with position equal to the address of the pointer.

Finally, M-III is the actual storage where tags’ information is stored. Figure 11.3 depicts

the architecture of the database with the three logical partitions. The identification phase

below will further illustrate the structure of the database.
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Figure 11.3: The architecture of the database. Each entry in M-I points to another, smaller

table in M-II. The entries of the smaller tables in M-II point to tags’ information.

11.2.5 Tag Identification

Tags in a protocol run of the system are identified by the hash of their pseudonyms con-

catenated with their internal counters. Denote by Ψi,c the hash value of the ith pseudonym

concatenated with a counter c; that is, Ψi,c := h(ψi, c). Furthermore, we will denote by Ψn
i,c

the truncated value of Ψi,c; more precisely, Ψn
i,c represents the n most significant bits of Ψi,c

(i.e., the position of Ψi,c).

Once Ψi,c has been received, the reader accesses the data entry at address Ψn
i,c in M-I.

This table entry is actually a pointer, p, to one of the tables in M-II. There are three possible

scenarios here:

1) The value at address Ψn
i,c in M-I is a null. This implies that, during the construc-
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tion of the table in Figure 11.2, no identifier with position Ψn
i,c is constructed. Therefore,

either the tag is not a valid one or the tag’s response has been modified. In the example of

Figure 11.3, if the n most significant bits of the received Ψi,c are zeros, then no valid tag

matches this response.

2) The pointer, p, at address Ψn
i,c points to a table in M-II with exactly one entry. In

this scenario, the first field of the entry pointed at by p must be the entire (untruncated)

Ψi,c; the value at the second field will be a pointer to the entry in M-III that contains infor-

mation about the interrogated tag. In the example of Figure 11.3, if the n most significant

bits of the received Ψi,c are ones, then the pointer at address 1n in M-I will point to the

entry at M-II at which Ψk,c′k
= 1n||t′k and the pointer, p′′, are stored. In turn, p′′ will point

to the entry at M-III where information about the tag with pseudonym ψk is stored.

3) The pointer at address Ψn
i,c of M-I points to a table in M-II with more than one en-

try. In this scenario, the reader searches the first fields of the mini table in M-II until it

reaches the entry that matches the complete (untruncated) received identifier, Ψi,c; and

then follows the pointer (in the corresponding second field) to get the tag’s information. In

the example of Figure 11.3, if the received identifier is Ψk,ck = s||tk, the reader will follow

the pointer at address s of M-I. The pointer, however, points to a table in M-II with more

than one entry. Therefore, the reader must search until it reaches the last entry of the

table to find a match for the received Ψk,ck = s||tk. Once the match is found, the reader

can follow the pointer, p′′, to the entry in M-III containing information about the tag with

pseudonym ψk.

The identification process allows for unique identification of tags in the system. This is

due to the requirement that, in the initialization phase, the values in the table of Figure

11.2 are distinct. Consequently, the entries in M-II are distinct, allowing for the unique

identification of tags.

Remark 16. Recall that the pseudonyms drawn in the initialization are not publicly known.
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(a) (b)

Figure 11.4: (a) Before (b) After; an illustration of database update. Note that only the tag

information is updated, rather than the pointer values. This way, we only have to update

two entries instead of O(C) entries.

If the pseudonyms were published, an adversary can, in principle, construct her own system

and identify tags in constant-time. Further discussion about the adversary’s ability to expose

secret pseudonyms is provided in Section 11.6.

11.2.6 Identity Randomization and System Update

Once a tag has been authenticated, the reader draws one of the unoccupied pseudonyms

generated in the initialization phase. (Recall that the number of pseudonyms is greater than

the number of tags in the system; consequently, there will always be unused pseudonyms

available for identity randomization.) Once an unoccupied pseudonym has been chosen, it

is to be transmitted to the tag in a secret and authenticated way.

To allow for correct identification of a tag after its pseudonym has been updated, the
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database must be updated accordingly. A straightforward way of updating the database

is by updating the pointers corresponding to the outdated and updated pseudonyms. For

example, if the tag’s outdated pseudonym is ψi and its updated pseudonym is ψk, then all

pointers in M-II corresponding to entries Ψi,0,Ψi,1, . . . ,Ψi,C−1 must point to a null; and all

pointers in M-II corresponding to entries Ψk,0,Ψk,1, . . . ,Ψk,C−1 must point to the entry in

M-III containing information about the tag. This method, however, requires O(C) updating

time. Since C will typically be a large constant (say hundreds of thousands), this will be a

“practical” violation of our constant-identification claim (similar to the protocol of [265]).

An alternative method that allows a more practical update is depicted in Figure 11.4.

Instead of updating the pointers as in the previous method, the tag’s information is moved

to the entry in M-III pointed at by the pointers corresponding to the updated pseudonym

in M-II. The only price to pay for this method over the previous one is that the size of

M-III will increase from O(NT ) to O(N) (asymptotically, N and NT are of the same size).

In the example of Figure 11.4, instead of changing all entries in M-II with pointer p′ to p,

and changing entries with pointer p to null, the tag’s information is moved to the entry in

M-III pointed at by p′ and the entry pointed at by p is emptied.

11.3 Performance Analysis

For the proposed scheme to be practical, we must show that a set of parameters can be

chosen such that our claim of constant-time identification can be achieved with feasible

resources (namely, feasible database size). This section is devoted to showing that, with a

set of appropriately chosen parameters, the proposed technique can achieve constant-time

identification with a database of size O(NT ).

Assuming that the Ψi,cs are uniformly distributed, the probability that the truncated

version Ψn
i,c takes a specific value, s, is α = Pr[Ψn

i,c = s] = 2−n, for any s ∈ {0, 1}n. Let

M := NC and define m := log2M , where N is the total number of pseudonyms and C

is the maximum counter value. Then, out of the M values of Ψi,cs, the probability that

exactly k of them share the same truncation value (i.e., exactly k of them have the same n



188

most significant bits) is

Pr[k = k] =

(
M

k

)
αk(1− α)M−k, (11.1)

where k is the random variable representing the number of Ψn
i,c sharing the same value, s,

for any s ∈ {0, 1}n. Then, for k �M ,(
M

k

)
=

M !

k!(M − k)!
≈ Mk

k!
. (11.2)

Using the facts that lim
n→∞

(1− 1

n
)n = e−1, M = 2m, and α = 2−n we get:

(1− α)M−k ≈ (1− α)M (11.3)

= (1− 2−n)2m (11.4)

= (1− 2−n)2n·2m−n (11.5)

≈ e−2m−n . (11.6)

Substituting equations (11.2) and (11.6) into (11.1) yields,

Pr[k = k] ≈ Mk

k!
· αk · e−2m−n (11.7)

=
2mk

k!
· 1

2nk
· e−2m−n (11.8)

=
1

k!
· βk · e−β, (11.9)

where β = 2m−n. Choosing m = n yields β = 1 and equation (11.9) can be reduced to

Pr[k = k] ≈ 1

k!
· e−1 for k = 0, 1, . . . . (11.10)

(It can be easily verified that Pr[k = k] in equation (11.10) is a valid probability mass

function by verifying that
∑∞

k=0 Pr[k = k] = 1.)

Using the fact that e =
∑∞

k=0
1
k! , the expected number of truncated Ψi,c’s with the same

value is

E[k] =
∞∑
k=0

k · Pr[k = k] (11.11)

=
∞∑
k=1

k · 1

k!
· e−1 (11.12)

= 1. (11.13)
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Recall that identifiers Ψi,c with the same truncated value Ψn
i,c will be in the same table

in M-II; and when the reader receives one of these identifiers it will have to search the table

to be able to identify the tag. Equation (11.13), however, implies that the expected size of

the tables in M-II is one. Therefore, upon receiving a tag identifier Ψi,c, the reader goes to

the table entry in M-I at address Ψn
i,c, follows the pointer p1 stored at that address, searches

the table in M-II pointed at by p1 for the received Ψi,c (by equation (11.13), there will be

only one entry on average), and then follows a pointer p2 to information about the tag.

Indeed, the search time is independent of the number of tags in the system (on average).

Since the database consists of three parts, M-I, M-II, and M-III; and since the size of

M-I is O(2n), the size of M-II is O(NC), and the size of M-III is O(N), the only concern

is the size of M-I. The above analysis shows that, by choosing n = dlog2NCe, the system

achieves the constant-time identification claim. Therefore, the size of M-I is O(NC) and,

consequently, the total size of the database is O(NC).

11.4 Case Study

Since asymptotic analysis can be misleading by absorbing big constants, we give here a

numerical example of the practicality of our system.

11.4.1 Database Size

Assume an enterprise with one million items to be tagged, i.e., NT = 106. Assume further

that the total number of pseudonyms is two millions, i.e., N = 2NT , and C = 106. Then, the

truncated identifiers are n = dlog2NCe = 41-bit long. Therefore, M-I can be constructed

with a storage smaller than 12 terabyte; a practical storage even for personal usage.2

Then, an active adversary must interrogate a tag more than a million consecutive times,

not separated by a protocol run with a valid reader, in order to correlate its responses.

We emphasize that the adversary’s interrogations must be consecutive. That is, once the

tag completes a protocol run with an authorized reader, its pseudonym will be updated

and the adversary will have to start all over again. Observe that, unlike security models in

2Western Digital has already released 8-TB hard drives for personal use [1].
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general computer communications, that much consecutive interrogations is a highly unlikely

scenario for RFID systems. A web server, for instance, is always online and available for

interactions from distances. In a typical RFID systems, however, adversaries must be in

close proximity to tags in order to interrogate them. Observe, moreover, that an adversary

who is always in the vicinity of a tag can track it down visually without interrogation. So,

in typical designs, the goal is to protect tags privacy against adversaries that are not always

in close proximity to the RFID tags. Therefore, limiting the number of consecutive tag

interrogations is a typical relaxation in RFID models [128].

In another example, assume an enterprise with one billion items to be tagged, i.e., NT =

109. Assume further that the total number of pseudonyms is two billions and C = 1000.

Then, M-I can be constructed with the same storage of the above example and the adversary

must interrogate the tag more than a thousand consecutive times to correlate its responses.

11.4.2 Tags Privacy and the Value of C

As discussed earlier, an active adversary interrogating the same tag C consecutive number

of times will be able to correlate the tag’s responses. A typical response time of EPC tags,

for instance, is around 4ms [274]. Therefore, when C = 106, the adversary must interrogate

the tag for about 66.7 consecutive minutes in order to correlate its responses. In the other

example where C = 103, the adversary only needs few seconds. While the first case might

provide reasonable privacy, the second one definitely does not.

To mitigate such attacks, tag response time, call it τ , can be designed so that the product

τ · C is sufficiently long. Setting τ = 1 second, for instance, will require the adversary to

interrogate the tag for 16.67 × 103 and 16.67 consecutive minutes for the first and second

example, respectively. Alternatively, let the tag delay its response as a function of the

counter (up to a certain threshold to avoid denial of service attacks). For example, let

tags delay their responses by 10 seconds after the tenth consecutive false protocol run.

Then, even when C is as small as 103, the adversary will need 165 minutes of consecutive

interrogations.
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11.5 Security Analysis

In this section, we prove that our protocol preserves the integrity of the tag and reader

while maintaining user privacy. Before we proceed with the proofs of privacy and integrity,

we state some important assumptions about the used hash function that are necessary for

our security proofs.

11.5.1 Cryptographic Hash Functions

We assume the use of a secure cryptographic one-way hash function (there exist hash func-

tions designed solely for RFID tags, such as, [227, 192, 141]). Under practical assumptions

about the adversary’s computational power, the used hash function satisfies the following

properties.

1. Given the output of the hash function, it is computationally difficult to infer the input.

That is, given the value of h(x), the probability to predict the correct value of x by

computationally bounded adversaries is negligible.

2. Given x and h(x), the probability to predict h(x + i), for any i, without actually

evaluating h(x+ i) is negligible.

Given the above properties of the used hash function, the following lemma states an

important result that will be used for the privacy and integrity proofs.

Lemma 23. The secret parameters of RFID tags in the proposed protocol cannot be exposed

without calling the Reveal oracle.

Proof: In any interrogation, the tag responds with its current identifier Ψi,c = h(ψi, c),

where ψi is the tag current pseudonym and c is its internal counter. Given the above

properties of the used hash function, the pseudonym cannot be exposed by the observation

of h(ψi, c) with a non-negligible probability. Furthermore, the new pseudonym is delivered to

the tag by transmitting (h(1, ψi, ki, r̃)⊕ψi+1), which can be viewed as an encryption of ψi+1

with the key h(1, ψi, ki, r̃). Since ψi and ki are unknown to adversaries, h(1, ψi, ki, r̃) will act

as a random key and the new pseudonym ψi+1 will be delivered secretly. Moreover, since the
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outdated and the updated pseudonyms, ψi and ψi+1, are unknown to adversaries, the two

identifiers, h(ψi, c) and h(ψi+1, c), cannot be correlated with a non-negligible probability

and, similarly, the identifiers h(ψi, c) and h(ψi, c + 1), cannot be correlated with a non-

negligible probability.

Therefore, unless A calls the Reveal oracle, no secret information about RFID tags in

the proposed protocol can be revealed.

Before we proceed with the formal proofs, we discuss the effect of the Block oracle and

desynchronization attacks.

11.5.2 Desynchronization Attacks

Jamming the communication channel, i.e., blocking all messages, is not of an interest to this

work, since it does not lead to breaching of tags’ privacy nor does it lead to authenticating

unauthorized users.

Blocking the first message (from the reader to the tag) will just cause the tag not to

respond. Similar to jamming, no information will be leaked by blocking the first message.

Blocking the second message (from the tag to the reader) can be modeled by the Query

oracle. In fact, intercepting the tag’s response is equivalent to a Query oracle in which the

adversary does not control the value of r transmitted in the first message.

Blocking the last message (from the reader to the tag) has two effects. First, it will cause

the tag to increase its internal counter (since the protocol run is incomplete), but this can

also be modeled using the Query oracle. Second, and more important, it will lead the reader

to update the tag’s pseudonym while the tag has not,3 i.e., a desynchronization attack.

Fortunately, however, this can be solved by storing both the updated and the outdated

pseudonyms in the database (the database must be designed accordingly, as detailed in

Section 11.7).

In what follows, we formally prove the privacy and integrity of the proposed protocol.

3This is an inherited problem shared by all interactive protocols. The fundamental problem here is that
the sender of the last message has no means of confirming that the message has been successfully delivered.
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11.5.3 Privacy

In this section, we show that the proposed protocol satisfies the three notions of tag privacy

defined in Section 8.4.3.

Theorem 18. In the proposed protocol, tags are universally untraceable.

Proof: Assume the challenger C has chosen two tags, T0 and T1, and a reader R for

the game. A starts the game by calling the Query, Send, Execute and Block oracles on T0,

T1, and R for a number of times of its choice before deciding to stop. A records all the

outputs of the oracle calls and notifies C.

Now, R carries out protocol runs with T0 and T1 causing their pseudonyms and keys to

update. C chooses a bit b uniformly at random and sets T = Tb. By Lemma 23, A cannot

infer the outdated nor the updated values of the tags’ pseudonyms and keys. A now calls

the oracles Query, Send, Execute and Block and outputs a bit b′. Since A does not know

the outdated or the updated pseudonyms, by the assumptions on the used hash function,

the probability Pr[b = b′] will be greater than 1/2 with a non-negligible probability.

Therefore, the adversary’s advantage, as defined in equation 8.1, will be greater than

zero with only a negligible probability.

The following theorem concerns forward untraceability in our protocol.

Theorem 19. In the proposed protocol, tags are forward untraceable.

Proof: Similar to the proof of universal untraceability, assume the challenger C has

chosen two tags, T0 and T1, and a reader R for the game. A starts the game by calling the

Query, Send, Execute and Block oracles on T0, T1, and R for a number of times of its choice

before deciding to stop. A records all the outputs of the oracle calls and notifies C.

Now, R carries out protocol runs with T0 and T1 causing their pseudonyms and keys to

update. C chooses a bit b uniformly at random and sets T = Tb and gives it to A. By Lemma

23, A cannot infer the outdated nor the updated values of the tags’ pseudonyms and keys.

A now calls the Reveal(T ) oracle, thus getting T ’s secret parameters, and then outputs a bit

b′. Since A cannot infer the outdated pseudonyms and keys of T0 and T1 from the recorded

oracle outputs, and since the updated pseudonyms are chosen independently of the outdated
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ones, A cannot correlate T ’s updated pseudonym with its previous responses. Furthermore,

since the updated key is a hashed function of the outdated key, by the assumptions on

the used hash function, A cannot infer the value of the outdated key with a non-negligible

probability. Hence, the probability Pr[b = b′] will be greater than 1/2 with only a non-

negligible probability.

Therefore, the adversary’s advantage, as defined in equation 8.1, will be greater than

zero with only a negligible probability.

Finally, the following theorem concerns existential untraceability in our protocol.

Theorem 20. Without being able to achieve mutual authentication with an authorized

reader, a tag interrogated fewer than C number of times by an active adversary is un-

traceable.

Proof: Assume that C has given T0 and T1 to A. Let ψ0 and ψ1 denote the pseudonyms

of T0 and T1, respectively. Without loss of generality, assume that tags T0 and T1 have their

internal counters at zero. A calling the Query oracle on T0 and T1 for m and n times,

respectively, where m,n < C will observe the following sequences

{h(ψ0, 0), . . . , h(ψ0,m− 1)}, (11.14)

{h(ψ1, 0), . . . , h(ψ1, n− 1)}. (11.15)

The challenger C now chooses a bit b at random, sets T = Tb, and gives T to A.

By interrogating the tag, A gets an identifier h(ψb, `), where b ∈ {0, 1} and ` ∈ {m,n}.

Again, by Lemma 23, ψ0 and ψ1 cannot be recovered by the observation of the sequences

in equations (11.14) and (11.15). Furthermore, by the assumptions on the hash function,

h(ψ0,m) and h(ψ1, n) cannot be correlated to the observed values in equations (11.14) and

(11.15) with a non-negligible probability. Therefore, the probability that A’s guess b′ is

equal to b can be higher than 1/2 with only a negligible probability and, hence, AdvA = 0

and tags are existentially untraceable, provided that m,n < C.

11.5.4 Mutual Authentication

We shift our attention now to the other security requirement, authenticity.
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Theorem 21. The proposed protocol performs secure mutual authentication.

Proof: Assume that C has given A a tag T and a reader R. Assume further that A

has called the Query, Send, Execute and Block oracles for a number of times of its choice

and recorded the oracle outputs.

The first condition of Definition 7 of secure mutual authentication is satisfied by Lemma

23.

Assume now that A attempts to impersonate the tag T . A must answer the reader’s

challenge r with a response s =
(
h(ψ, c), r̃ = h(0, ψ, c, k, r)

)
, where ψ is the tag’s current

pseudonym and k is its key. Since ψ and k remain secret, by Lemma 23, A can be successful

with only a negligible probability. Observe further that, even if A attempts to impersonate

an arbitrary tag in the system (the one with pseudonym ψ), A must know the value of

k corresponding to the tag with pseudonym ψ in order to be authenticated with a non-

negligible probability. Therefore, the probability of impersonating a tag in the system is

negligible.

On the other hand, assume that A attempts to impersonate the reader R. A sends r

to the tag and receives h(ψ, c) and r̃ = h(0, ψ, c, k, r), where ψ is the tag’s pseudonym,

k is its secret key, and c is its internal counter. Since, by the assumption on the hash

function, A cannot infer the secret parameters, the probability of coming up with a re-

sponse h(1, ψ, k, r̃)⊕ ψ′, h(2, ψ′, k, r̃) that will be validated is negligible. Consequently, the

probability of impersonating an authorized reader in the system is negligible.

Therefore, the probability of mutual authentication when the protocol is not honest is

negligible and, hence, the second condition of Definition 7 of secure mutual authentication

is satisfied.

As shown above, the adversary’s probability of causing a desynchronization between the

tag and the reader by authenticating herself to either one of them is negligible. Causing

a desynchronization by blocking the last message of the protocol can be solved by making

the reader store both the updated and the outdated values (as will be discussed in Section

11.7). Therefore, if the protocol run is honest, mutual authentication will be achieved

with probability one and, consequently, the third condition of Definition 7 of secure mutual
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authentication is satisfied.

Hence, all conditions of Definition 7 of secure mutual authentication are satisfied and

the proposed protocol is shown to provide secure mutual authentication.

11.6 Tag Compromise Analysis

In this section, we show that, unlike log-time identification protocols [181, 167, 255, 168]

and the protocol of Song and Mitchell [236], the proposed protocol is secure against tag

compromise attacks.

11.6.1 The Compromise attack

Each tag in the proposed protocol has two pieces of secret information, its pseudonym and

its key. Since tags’ pseudonyms and keys are designed to be statistically independent for

different tags, compromising some tags in the system does not affect the security of other,

uncompromised tags. An adversary, however, can compromise a tag in the system and

attempt to harvest as many pseudonyms as possible by performing multiple protocol runs

with a valid reader.

The adversarial model of Section 8.4 can be modified to capture the tag compromise

attack. Let an adversary calling the Reveal (T ) oracle, thus capturing the tag T , have

the ability to perform multiple protocol runs with the system. Let q be the number of

protocol runs an adversary has performed with the system using compromised tags. The

number of interest here is how many distinct pseudonyms the adversary has collected, after q

protocol runs. This is known in the literature of probability theory as the “coupon collecting

problem” [78]. Given there are N distinct pseudonyms and the adversary has performed

q protocol runs, assuming each pseudonym is equally likely to be selected, the expected

number of distinct pseudonyms collected by the adversary is [78]:

N
(

1−
(N − 1

N

)q)
. (11.16)

Assume an adversary has built a system, similar to our construction, with the collected

pseudonyms. The adversary’s advantage of distinguishing between two tags, given by equa-

tion (8.1), will be greater than zero if at least one of the two tags’ pseudonyms is in the



197

Figure 11.5: The adversary’s average probability of distinguishing between two tags vs. the

number of protocol runs using a compromised tag, in a system with 2× 109 pseudonyms.

constructed table. Thus, given the adversary has performed q protocol runs with a system

of N pseudonyms, the probability of distinguishing between two tags is:

1−
(N − 1

N

)2q
. (11.17)

Consider the numbers given in Section 11.4, i.e., N = 2×109. To have a 0.001 probability of

distinguishing between two tags, an adversary needs to compromise a tag and complete more

than a million protocol runs with the system. Figure 11.5 shows the adversary’s probability

of having an advantage greater than zero as a function of the number of protocol runs

performed with the system using compromised tags.

11.6.2 Countermeasures

Remember, however, that the database is a powerful device. Therefore, designing the

database to record timing information about the tag’s past protocol runs can mitigate this

threat. For example, the database can store information about the tag’s last five protocol

runs (this can be stored as part of the tag’s information, i.e., in M-III). If the adversary

attempts to harvest different pseudonyms by performing multiple protocol runs with the
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system, the tag will be detected. Therefore, to harvest enough pseudonyms, the adversary

will need to compromise more than one tag, depending on the system’s parameters and the

required probability of success.

Furthermore, the database can periodically update the system by replacing vacant

pseudonyms with new pseudonyms (recall that the number of pseudonyms in the database,

N , is only a small fraction of the number of all possible pseudonyms, 2`). This pseudonym

update procedure is performed offline by the database, thus, not affecting identification

time. Moreover, as a result of the independence of secret parameters amongst tags, the

updating procedure is independent of tags.

With the periodic update described earlier, the space of possible pseudonyms will in-

crease to all possible `-bit long strings, as opposed to the predefined smaller number N .

Therefore, for a bounded adversary, any polynomial number of collected pseudonyms is

negligible in the security parameter `. (Recall that the size of the actual database is still

proportional to N ; only from the adversary’s point of view the size is proportional to 2`.)

Consequently, the adversary’s probability of breaking the privacy of the system is negligible

in `, provided the periodic update of the database.

11.7 Preventing Desynchronization Attacks

Recall that if the tag does not accept the reader’s response, the database will update the

tag’s pseudonym while the tag has not. Consequently, the reader will not be able to identify

the tag in future protocol runs. As mentioned in Section 11.5.2, however, the database can be

designed to overcome such attacks by storing both the updated and outdated pseudonyms;

details are as follows.

11.7.1 Redesigning the Update Procedure

Consider the update procedure described in Section 11.2.6. Let each entry of M-III consists

of a linked list data structure, as opposed to a single entry as in the basic description. For

illustration purposes, assume the linked list consists of four fields containing the following

data. The first field contains information about a tag Ti with pseudonym ψi, where ψi is
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(a) (b)

Figure 11.6: (a) Before (b) After; an illustration of database update. Note that only the tag

information is updated, rather than the pointer values. This way, we only have to update

two entries instead of O(C) entries.

the Ti’s “updated” pseudonym. The second field will contain a pointer to the entry of M-III

corresponding to Ti’s outdated pseudonym, if it existed (i.e., if the tag has been interrogated

previously). The third field contains information about a tag Tk with pseudonym ψk, where

ψk is the Tk’s “outdated” pseudonym. The fourth field will contain a pointer to the entry

of M-III corresponding the Tk’s updated pseudonym, if it existed. The construction is best

illustrated through the following example.

Consider Figure 11.6 for updating the database. Assume the reader has authenticated

the tag T1 with a current pseudonym ψi. Assume further that the database returns a new

pseudonym ψk as the updated pseudonym for the tag T1. Just like the update procedure

described in Section 11.2.6, the information about tag T1 in M-III will be copied into the

data entry pointed at by the pointers in M-II corresponding to the updated pseudonym ψk



200

(i.e., pointer p′ in the example of Figure 11.6). However, instead of deleting the information

about tag T1 in the entry pointed at by the pointer corresponding to the outdated pseudonym

ψi (i.e., pointer p in the example of Figure 11.6), the information remains there.

Observe, however, that by continuing in this fashion, information about the tag will have

multiple copies in the database, one for each identification run. To prevent this problem,

we use the pointer field in M-III. That is, the use of the new pointer fields in M-III will

allow preventing the desynchronization attack with only two copies of tag information in

M-III, one corresponding the updated pseudonym and one corresponding to the outdated

pseudonym. Observe, in Figure 11.6-b, that the information about tag T1 corresponding

to the outdated pseudonym ψi is followed by a pointer field that stores a pointer to the

information about T1 corresponding to the updated pseudonym ψk. Similarly, that the

information about tag T1 corresponding to the updated pseudonym ψk is followed by a

pointer field that stores a pointer to the information about T1 corresponding to the outdated

pseudonym ψi.

Assume now that the tag T1 has received the updated identifier ψk successfully and,

hence, no desynchronization attack has been attempted. Upon interrogation, the tag will

respond with its identifier Ψk,c, which will enable the reader to identify the tag. Once the

entry in M-III with information about the tag has been found (the bottom box of M-III in

the example of Figure 11.6-b), the pointer in the field after the tag’s information is followed

to empty the data entry with information corresponding to the tags outdated pseudonym

ψi (in the top box of M-III in the example of Figure 11.6-b). The database then draws

an unused pseudonym ψj to update the tag, mark the information corresponding to ψk as

outdated, and copies the tag’s information to the entry corresponding to ψj . Therefore,

only two copies of the tag’s information need to be stored in M-III.

On the other hand, assume that there has been a desynchronization attempt during

the last protocol run and, thus, the tag has not updated its pseudonym to ψk. Therefore,

upon the next interrogation, the tag will respond with its identifier Ψi,c. Since both the

updated and the outdated pseudonyms are stored, the database can still identify the tag

via its outdated pseudonym (in the top box of M-III in the example of Figure 11.6-b). Once

the tag’s information has been found, the pointer is followed to delete the tag’s information
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corresponding to the undelivered pseudonym ψk (in the bottom box of M-III in the example

of Figure 11.6-b). Just like the previous case, the database then draws an unused pseudonym

ψj to update the tag, mark the information corresponding to ψi as outdated, and copies the

tag’s information to the entry corresponding to ψj . Therefore, whether a desynchronization

attack has been attempted or not, only two copies of the tag’s information need to be stored

in M-III.

As can be observed in the example of Figure 11.6-a, the tag T2 has ψk as its outdated

pseudonym. This does not prevent the database from choosing ψk as the new pseudonym

to update tag T1. If the existence of a tag with an outdated pseudonym prevents the

database from using this pseudonym to update other tags, then each tag in the system will

occupy two pseudonyms. As this might not cause a problem when the number of tags in

the system is not too large, it can be problematic if the number of tags in the system is

very large (a billion tags, for instance). Therefore, we allow the database to update tags

with any pseudonym as long as there is no other tag in the system with this pseudonym

as its “updated” pseudonym, even if other tags have this pseudonym as their “outdated”

pseudonym. In the example of Figure 11.6, ψk is chosen to update the tag T1 even though

the tag T2 has the same pseudonym as its outdated pseudonym.

Assume now that the tag T1 in the example of Figure 11.6 has received ψk successfully.

Since in the next interrogation, T1 will respond with Ψk,c, the pseudonym ψk will be marked

now as the tag’s outdated pseudonym. Therefore, there might be more than one tag with

the same outdated pseudonym and, hence, upon receiving an identifier corresponding to

such pseudonym, the database will search linearly (amongst tag stored in the same entry of

M-III) until it finds the match. We show next that this does not violate the constant-time

identification claim by showing that the expected number of tags in the same entry of M-III

is independent of the total number of tags in the system.

11.7.2 Identification Complexity

We seek to find the number of tags with the same outdated pseudonym, thus, falling in the

same entry of M-III, causing the database to search linearly amongst them. Recall that
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pseudonyms are drawn uniformly at random to update tags. That is, the tag’s information

can fall into any entry of M-III with equal probability. This problem is equivalent to a well-

studied problem in probability theory called the “balls in bins” problem [78]. In a classic

variant of the balls in bins problem, m balls are thrown at n bins and the probability of any

ball falling in a certain bin is the same for all balls and all bins.

Instead ofm balls and n bins, we are interested in throwingNT RFID tags intoN possible

pseudonyms (recall that each entry in M-III corresponds to one pseudonym). Therefore, the

probability that a certain tag will fall into a particular entry in M-III is 1/N . Consequently,

the expected number of tags that will fall in a particular entry of M-III is
∑NT

i=1
1
N = NT

N .

Since N > NT by design, the expected number of outdated information in a single entry

of M-III is less than one. Therefore, given the redesigned updating procedure described

in Section 11.7.1 to prevent desynchronization attacks, the identification complexity of the

proposed protocol is constant.

11.8 Summary

In this chapter, we addressed the problem of individual tag identification in large-scale

RFID systems. We proposed a protocol that enables the private identification of tags in the

system with constant-time complexity. By utilizing the existence of a large storage device

in the system, the constant-time identification is achieved by performing the necessary time

consuming computations offline (independent of the reader-tag interactions). As opposed

to tree-based protocols, the proposed protocol does not further complicate the already

challenging problems in RFID systems, namely, collision avoidance and medium access

control. Furthermore, tag compromise threats can be mitigated by periodically updating the

database which, due to independence of secret parameters amongst tags, can be performed

independent of any tag-reader interaction. To the best of our knowledge, this is the first

symmetric-key, constant-time identification protocol in the literature of RFID that allows

for provably secure mutual authentication and private identification.
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Part III

ANONYMOUS WIRELESS SENSOR NETWORKS
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Chapter 12

TOWARDS ANONYMOUS WIRELESS SENSOR NETWORKS

12.1 Anonymity in Sensor Networks

Sensor networks are deployed to sense, monitor, and report events of interest in a wide range

of applications including, but are not limited to, military, health care, and animal tracking

[5, 20, 270]. In many applications, such monitoring networks consist of energy constrained

nodes that are expected to operate over an extended period of time, making energy efficient

monitoring an important feature for unattended networks. In such scenarios, nodes are

designed to transmit information only when a relevant event is detected (i.e., event-triggered

transmission). Consequently, given the location of an event-triggered node, the location of

a real event reported by the node can be approximated within the node’s sensing range. In

the example depicted in Figure 12.1, the locations of the combat vehicle at different time

intervals can be revealed to an adversary observing nodes transmissions.

There are three parameters that can be associated with an event detected and reported

by a sensor node: the description of the event, the time of the event, and the location of the

event. When sensor networks are deployed in untrustworthy environments, protecting the

privacy of the three parameters that can be attributed to an event-triggered transmission

becomes an important security feature in the design of wireless sensor networks.

While transmitting the “description” of a sensed event in a private manner can be

achieved via encryption primitives [72, 204, 116, 45], hiding the timing and spatial informa-

tion of reported events cannot be achieved via cryptographic means [178, 230]. Encrypting

a message before transmission, for instance, can hide the context of the message from unau-

thorized observers, but the mere existence of the ciphertext is indicative of information

transmission.

The source anonymity problem in wireless sensor networks is the problem of studying

techniques that provide time and location privacy for events reported by sensor nodes.
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Figure 12.1: A sensor network deployed in a battlefield. Only nodes in close proximity to

the combat vehicle are broadcasting information, while other nodes are in sleep mode.

(Time and location privacy will be used interchangeably with source anonymity throughout

the chapter.) The source anonymity problem has been drawing increasing research attention

recently [135, 196, 194, 256, 160, 266, 113, 178, 230, 268, 156].

In the existing literature, the source anonymity problem has been addressed under two

different types of adversaries, namely, local and global adversaries. A local adversary is

defined to be an adversary having limited mobility and partial view of the network traffic.

Routing-based techniques have been shown to be effective in hiding the locations of reported

events against local adversaries [196, 135, 194, 256, 160]. A global adversary is defined to

be an adversary with ability to monitor the traffic of the entire network (e.g., coordinating

adversaries spatially distributed over the network). Against global adversaries, routing-

based techniques are known to be ineffective in concealing location information in event-

triggered transmission. This is due to the fact that, since a global adversary has full spatial

view of the network, it can immediately detect the origin and time of the event-triggered

transmission.

The first step towards achieving source anonymity for sensor networks in the presence of

global adversaries is to refrain from event-triggered transmissions [178]. To do that, nodes

are required to transmit fake messages even if there is no detection of events of interest (real
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Figure 12.2: Different approaches for embedding the report of real events within a series

of fake transmissions; (a) shows the pre-specified distribution of fake transmissions, (b)

illustrates how real events are transmitted as soon as they are detected, (c) illustrates how

nodes report real events instead of the next scheduled fake message.

events will be used to denote events of interest for the rest of the chapter). When a real

event occurs, its report can be embedded within the transmissions of fake messages. Thus,

given an individual transmission, an observer cannot determine whether it is fake or real

with a probability significantly higher than 1/2, assuming messages are encrypted.

In the above approach, there is an implicit assumption of the use of a probabilistic

distribution to schedule the transmission of fake messages. However, the arrival distribution

of real events is, in general, time-variant and unknown a priori. If nodes report real events as

soon as they are detected (independently of the distribution of fake transmissions), given the

knowledge of the fake transmission distribution, statistical analysis can be used to identify

outliers (real transmissions) with a probability higher than 1/2, as illustrated in Figure

12.2(b). In other words, transmitting real events as soon as they are detected does not

provide source anonymity against statistical adversaries analyzing a series of fake and real
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transmissions.

One way to mitigate the above statistical analysis is illustrated in Figure 12.2(c). As

opposed to transmitting real events as they occur, they can be transmitted instead of the

next scheduled fake one. For example, consider programming sensor nodes to determinis-

tically transmit a fake message every minute. If a real event occurs within a minute from

the last transmission, its report must be delayed until exactly one minute has elapsed. This

approach, however, introduces additional delay before a real event is reported (in the above

example, the average delay of transmitting real events is half a minute). When real events

have time-sensitive information, such delays might be unacceptable. Reducing the delay of

transmitting real events by adopting a more frequent scheduling algorithm is impractical

for most sensor network applications since sensor nodes are battery powered and, in many

applications, unchargeable. Therefore, a frequent transmission scheduling will drastically

reduce the desired lifetime of the sensor network.

The Statistical Source Anonymity (SSA) problem in sensor networks is the study of

techniques that prevent global adversaries from exposing source location by performing

statistical analysis on nodes transmissions [230, 268, 156, 254, 229, 54, 275]. Practical

SSA solutions need to be designed to achieve their objective under two main constraints:

minimizing delay and maximizing the lifetime of sensors’ batteries.

In this chapter, we investigate the problem of statistical source anonymity in wireless

sensor networks. The main contributions of this chapter can be summarized by the following

points.

• We introduce the notion of “interval indistinguishability” and illustrate how the prob-

lem of statistical source anonymity can be mapped to the problem of interval indis-

tinguishability.

• We propose a quantitative measure to evaluate statistical source anonymity in sensor

networks.

• We map the problem of breaching source anonymity to the statistical problem of

binary hypothesis testing with nuisance parameters.
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• We demonstrate the significance of mapping the problem in hand to a well-studied

problem in uncovering hidden vulnerabilities. In particular, realizing that the SSA

problem can be mapped to the hypothesis testing with nuisance parameters implies

that breaching source anonymity can be converted to finding an appropriate data

transformation that removes the nuisance information.

• We analyze existing solutions under the proposed model. By finding a transformation

of observed data, we convert the problem from analyzing real-valued samples to binary

codes and identify a possible anonymity breach in the current solutions for the SSA

problem.

• We pose and answer the important research question of why previous studies were

unable to detect the possible anonymity breach identified in this chapter.

• We discuss, by looking at the problem as a coding problem, a new direction to enhance

the anonymity of existing SSA solutions.

The rest of the chapter is organized as follows. In Section 12.2, we describe our net-

work and adversarial assumptions. In Section 12.3, we describe the proposed framework.

In Section 12.4, we describe the notion of statistical goodness of fit tests and study its use

in designing SSA solutions. In Section 12.5, we provide experimental analysis of statistical

goodness of fit test based approaches and quantify their anonymity. In Section 12.6 we

demonstrate the importance of converting the SSA problem into binary codes for uncov-

ering the hidden vulnerabilities missed by previous studies. In Section 12.7, we suggest a

modification of the current solutions and show its effectiveness in improving anonymity. In

Section 12.8 we extend the source anonymity problem in sensor networks to illustrate the

effect of possible multi-hop analysis. In Section 12.9, we discuss related work and conclude

the chapter in Section 12.10.
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12.2 Model Assumptions

In this section, we describe the network and adversarial assumption that will be used in

this chapter.

12.2.1 Network Model

Communication is assumed to take place in a network of energy constrained sensor nodes.

Nodes are deployed to sense events of interest and report them with minimum delay. Con-

sequently, given the location of a certain node, the location of the reported event of interest

can be approximated within the node’s communication range at the time of transmission.

When a node senses an event, it places information about the event in a message and broad-

cast an encrypted version of the message. To obscure the report of an event of interest,

nodes are assumed to broadcast fake messages, even if no event of interest has been detected.

Nodes are also assumed to be equipped with a semantically secure encryption algorithm, so

that adversaries are unable to distinguish between the reports of events of interest and the

fake transmissions by means of cryptographic tests.1 Furthermore, the network is assumed

to be deployed in an unreachable environment and, therefore, the conservation of nodes’

energy is a design requirement.

12.2.2 Adversarial Model

The adversarial model used in this chapter is similar to the one considered in [178, 230], in

that it is external, passive, and global. An external adversary is an adversary who does not

control any of the nodes in the network. As opposed to active adversaries injecting their

own traffic or jamming the network, a passive adversary is only capable of observing the

network traffic. A global adversary is an adversary who can monitor the traffic of the entire

network and can determine the node responsible for the initial transmission reporting an

event of interest.

1In cryptography, semantic security implies that, given a ciphertext, unauthorized users without the
knowledge of the decryption key have no means of distinguishing between two plaintexts in which one of
them corresponds to the observed ciphertext [96].
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The adversary is assumed to know the locations of all nodes in the networks. The adver-

sary is also assumed to know the distribution of fake message transmissions. Furthermore,

the adversary is assumed capable of observing nodes transmissions over extended periods of

times and performing sophisticated statistical analysis to compare the observed transmis-

sion with the known distribution of fake messages. The adversary, however, is not assumed

able to break the security of the encryption algorithm and distinguish the report of event

of interests via cryptographic tests.

12.3 Proposed Framework for SSA

In this section, we introduce our source anonymity model for wireless sensor networks. Intu-

itively, anonymity should be measured by the amount of information about the occurrence

time and location of reported events an adversary can extract by monitoring the sensor

network. The challenge, however, is to come up with an appropriate model that captures

all possible sources of information leakage and a proper way of quantifying anonymity in

different systems.

12.3.1 Interval Indistinguishability

Currently, statistical anonymity in sensor networks is modeled by the adversary’s ability

to distinguish between real and fake transmissions by means of statistical analysis. That

is, given a series of transmissions of a certain node, the adversary must be unable to dis-

tinguish, with significant confidence, which transmission carries real information and which

transmission is fake, regardless of the number of transmissions the adversary may observe.

Consider now an adversary observing a sensor network over multiple time intervals.

Assume that, during a given time interval, the adversary is able to notice a change in the

statistical behavior of transmission times of a certain node in the network. This distinguish-

able change in the transmission behavior of the node can be indicative of the existence of

real activities detected and reported by that node during that interval, even if the adversary

was unable to distinguish between individual transmissions.

Consequently, in many applications, modeling source anonymity in sensor networks by
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Table 12.1: A list of used terms and notations.

SSA Statistical Source Anonymity

Ei The random variable representing the type of event

reported in the ith transmission (either fake or real)

Xi The random variable representing the inter-transmission

time between the ith and the i+ 1st transmissions

µ The desired mean of the Xi’s

IF A fake interval: an interval consisting of fake events only

IR A real interval: an interval containing

a mix of real and fake event transmissions

short inter-transmission times Inter-transmission times that are shorter than

the mean of the pre-defined distribution

long inter-transmission times Inter-transmission times that are longer than

the mean of the pre-defined distribution

short-long pattern A short inter-transmission time followed by

a long inter-transmission time

the adversary’s ability to distinguish between individual transmissions is insufficient to guar-

antee location privacy. It must be the case that an adversary monitoring the network over

multiple time intervals, in which some intervals contain real event transmissions and the

others do not, is unable to determine, with significant confidence, which of the intervals

contain the real traffic. Formally, the notion of interval indistinguishability can be defined

as follows [10].

Definition 8 (Interval Indistinguishability). Let IF denotes a time interval without any

real event transmission (called the “fake interval” for the rest of the paper), and IR denotes

a time interval with real event transmissions (called the “real interval” for the rest of the

paper). The two time intervals are said to be statistically indistinguishable if the distri-
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butions of inter-transmission times during these two intervals cannot be distinguished with

significant confidence.

12.3.2 Interval versus Event Indistinguishability

This section illustrates the relation between the traditional anonymity notion (i.e., individ-

ual event indistinguishability) and the proposed anonymity notion (i.e., interval indistin-

guishability). First, observe that as the length of intervals decreases, interval indistinguisha-

bility approaches event indistinguishability. If each interval consists of a single transmission,

interval indistinguishability is equivalent to event indistinguishability.

However, in the more general scenario, in which intervals contain more than a single

transmission, interval indistinguishability implies indistinguishability of individual trans-

missions. To see this, assume a system satisfying interval indistinguishability but does not

satisfy individual event indistinguishability. Since real and fake transmissions are distin-

guishable, given a fake interval and a real interval, the real interval can be identified as

the one with the real transmission; a contradiction to the hypothesis that the system satis-

fies interval indistinguishability. That is, if intervals are indistinguishable, then individual

events within them must also be indistinguishable.

In fact, the notion of interval indistinguishability is strictly stronger than the traditional

notion individual event indistinguishability. That is, while interval indistinguishability im-

plies individual indistinguishability, the converse is not true in general. This will be shown in

Section 12.5 by demonstrating that there exist schemes that achieve high levels of individual

indistinguishability while failing to achieving satisfactory levels of interval indistinguisha-

bility.

12.3.3 Mapping Statistical Source Anonymity to Binary Hypothesis Testing

In binary hypothesis testing, given two hypothesis, H0 and H1, and a data sample that

belongs to one of the two hypotheses (e.g., a bit transmitted through a noisy communication

channel), the goal is to decide to which hypothesis the data sample belongs. In the statistical

strong anonymity problem under interval indistinguishability, given an interval of inter-
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transmission times, the goal is to decide whether the interval is fake or real (i.e., consists of

fake transmissions only or contains real transmissions).

Given Definition 8 of interval indistinguishability, consider the following game between

a challenger, C (the system designer), and a statistical adversary, A.

Game 3 (Anonymity Game).

1. C chooses two intervals IR and IF , in which IR is a real interval and IF is a fake one.

2. C draws a bit b ∈ {0, 1} uniformly at random and sets IR = Ib and IF = Ib, where b

denotes the binary complement of b.

3. C gives Ib and Ib to A.

4. A makes any statistical test of her choice on Ib and Ib and outputs a bit b′.

5. If b′ = b, A wins the game.

Game 3 can be viewed as a standard binary hypothesis testing problem. That is, given

two hypotheses (a real interval and a fake interval) and an observed data (an interval of

inter-transmission times of a sensor node), the goal of the adversary is to determine to which

hypothesis the observed data belongs (i.e., whether the observed interval contains real event

transmissions).

Remark 17. Although giving the adversary two intervals might seem too strong of an

assumption, it is actually a practical one. To see this, note that the adversary can always

observe multiple time intervals, two for instance. Then, all that is needed is to analyze these

two observed intervals. If they are distinguishable, then it is likely that one of them is a real

interval and the other is fake. Moreover, an adversary can discover the distribution of fake

intervals by monitoring a node in the absence of real events. Then, all that is needed is to

observe different time intervals. The more distinguishable a time interval from the known

fake interval, the more likely it is to contain real events. Therefore, Game 3 is suitable to

analyze practical systems.
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12.3.4 Quantifying Statistical Source Anonymity

With Definition 8 and Game 3, we aim to find a security measure that can formally quantify

the anonymity of different systems. Let σ denote any adversarial strategy for breaching the

anonymity of the system. Let Pr[b′ = b]σ denote the adversary’s probability of winning

Game 3 using strategy σ. We quantify the anonymity of a sensor network against the

strategy σ by

Λσ := 1− 2
∣∣∣Pr[b′ = b]σ − 0.5

∣∣∣. (12.1)

In the best case scenario, from the challenger’s standpoint, the adversary’s strategy is a

pure random guess; leading to Pr[b′ = b]σ = 1/2 and Λσ = 1 (absolute anonymity). In

the worst case, the adversary will have a strategy with Pr[b′ = b]σ = 1 leading to Λσ = 0

(no anonymity). Any intelligent strategy will result in a probability of winning the game

belonging to the interval [0.5, 1], leading to an anonymity measure in the interval [0, 1].

Now, let Σ be the set of all possible adversarial strategies to breach the anonymity of

the sensor network. Then, we define the anonymity of the system as:

Λ := min
σ∈Σ

Λσ, (12.2)

where Λσ is as defined in equation (12.1).

With the above definition of interval indistinguishability, we introduce the notion of

Λ-anonymity in sensor networks.

Definition 9 (Λ-anonymity). A wireless sensor network is said to be Λ-anonymous if it

satisfies two conditions

1. the anonymity of the system, as defined in equation (12.2), is at least Λ,

2. there is no distinguishable transitional behavior between intervals.

The second condition in Definition 9 ensures that the adversary is unable to infer when

an interval starts or when it ends. This is necessary since an adversary with the knowledge

that a node is transitioning from one interval to another will infer that either real events

have started to arrive or stopped from arriving. In either case, source anonymity can be
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breached. In Table 12.1, the terms and notations that will be used throughout the chapter

are listed.

12.4 Statistical Goodness of Fit Tests and the SSA Problem

In the literature, statistical source anonymity are shown to be achieved via the use of

statistical goodness of fit tests [230, 268, 156, 254, 229, 54, 275]. In this section, we describe

the current use of statistical goodness of fit tests in designing anonymous sensor networks.

12.4.1 SSA Solutions Based on Statistical Goodness of Fit Tests

The statistical goodness of fit of an observed data describes how well the data fits a given

statistical model. Measures of goodness of fit typically summarize the discrepancy between

observed values and the values expected under the statistical model in question. Such

measures can be used, for example, to test for normality of residuals, to test whether two

samples are drawn from identical distributions, or to test whether outcome frequencies

follow a specified distribution. Examples of well-studied goodness of fit tests include, but

are not limited to, the Anderson-Darling (A-D) test [19], the Kolmogorov-Smirnov (K-S)

test [174], the Jarque-Bera (J-B) test [123].

The following is a description of how statistical goodness of fit tests have been used to

design anonymous sensor networks. Let sensor nodes be designed to transmit independent

identically distributed (iid) fake messages according to a pre-specified probabilistic distri-

bution, D, with a desired mean, µ. Furthermore, let nodes store a sliding window of times

between consecutive transmissions (inter-transmission times), say Xi,Xi+1, · · · ,Xk+i−1,

where Xj is the random variable representing the time between the jth and the j + 1st

transmissions, and k is the length of the sliding window.

Assume that, after the k + ith transmission, a real event is detected. Ideally, the inter-

transmission time for reporting the detected event, represented by Xk+i, should be a ran-

dom variable drawn from D independently of all the Xj ’s. To minimize delay, however,

consider the following use of a statistical goodness of fit test. Let Y be a random variable

drawn from D and let Xk+i = Y − ε, where ε is defined to be the largest positive num-
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ber such that the sequence of random variables in the sliding window, {Xi, · · · ,Xk+i},

passes the statistical goodness of fit test for a sequence following the distribution D. That

is, an adversary recording the sequence of inter-transmission times will observe a sequence

that is statistically indistinguishable from an iid sequence of random variables with the

pre-specified distribution of fake transmissions.

Observe, however, that by continuing in the same fashion of transmitting real event as

soon as possible the mean of the probabilistic distribution will skew away from the mean

of the desired distribution of only fake transmissions, µ, since nodes always favor shorter

times to transmit real events. To adjust the mean, the inter-transmission time between the

report of the real event and next transmission, Xk+i+1 in this example, will be purposely

delayed. That is, let Y be a random variable drawn from D and set Xk+i+1 = Y +δ, where

δ is defined to be the largest positive number such that the sequence of random variables

in the sliding window, {Xi+1, · · · ,Xk+i+1}, passes the statistical goodness of fit test for a

sequence following the distribution D. Then, as shown in [230], an adversary observing the

sensor node cannot differentiate between real and fake transmissions. Figure 12.3 illustrates

an instance of this approach.

12.4.2 Statistical Goodness of Fit Under Interval Indistinguishability

As discussed in Section 12.3.1, when an adversary can distinguish between real and fake

intervals, source location can be exposed, even if the adversary cannot distinguish between

individual transmissions. In this section, we analyze statistical goodness of fit based solu-

tions under the proposed model of interval indistinguishability.

As before, let Xi be the random variable representing the time between the ith and the

i+1st transmissions and let the desired mean of these random variables be µ; i.e., E[Xi] = µ,

for all i (since the Xi’s are iid). We now examine two intervals, a fake interval and a real

one.
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Figure 12.3: An illustration of solutions based on statistical goodness of fit tests. Nodes

transmit fake messages according to a pre-specified probabilistic distribution and maintain

a sliding window of inter-transmission times. When a real event occurs, it is transmitted

as soon as possible under the condition that the samples in the sliding window maintain

the designed distribution. The transmission following the real transmission is delayed to

maintain the mean of the distribution of inter-transmission times in the sliding window.

12.4.2.1 Fake Interval (IF )

Recall that, in the absence of real events, nodes are programmed to transmit iid fake mes-

sages according to a pre-specified probability distribution. That is, the Xi’s in fake inter-

vals are iid random variables with mean µ. Therefore, during any fake interval, IF , for any

Xi−1,Xi ∈ IF , one gets

E
[
Xi |Xi−1 < µ

]
= µ, (12.3)

by the fact that Xi−1 and Xi are independent by definition and that E[Xj ] = µ, for all

j’s.

12.4.2.2 Real Interval (IR)

By definition, real intervals will have both fake and real transmissions. Let Ei be the

random variable representing the type of the event reported in the ith transmission, i.e.,
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fake or real. Then, Ei can take the values R and F , where R denotes a real event and

F denotes a fake one. Since, in the most general scenario, the distribution of inter-arrival

times of real events can be time-variant and unknown beforehand, we will assume that Ei

can take the values R and F with arbitrary probabilities.

Recall that the time between the transmission of a real event and its preceding fake one

is usually shorter than the mean, µ, by design (to reduce delay). Recall further that the

time between the transmission of a real event and its successive one is usually longer than

µ by design (to adjust the ensemble mean). That is, during any real interval, IR, for any

Xi−1,Xi ∈ IR, one gets

E
[
Xi |Xi−1 < µ,Ei = R

]
> µ, (12.4)

and,

E
[
Xi |Xi−1 < µ,Ei = F

]
= µ, (12.5)

by design. Combining equations (12.4) and (12.5) one gets

E
[
Xi |Xi−1 < µ

]
= E

[
Xi |Xi−1 < µ,Ei = R

]
· Pr[Ei = R]

+ E
[
Xi |Xi−1 < µ,Ei = F

]
· Pr[Ei = F ] (12.6)

> µ · Pr[Ei = R] + µ · Pr[Ei = F ] (12.7)

= µ. (12.8)

An inter-transmission time can be either shorter or longer than µ.2 For the rest of the

chapter, we call an inter-transmission time that is shorter than µ “short inter-transmission

time” and an inter-transmission time that is longer than µ “long inter-transmission time”.

Equation (12.8) implies that short inter-transmission times are most likely to be followed

by long inter-transmission times during real intervals. Therefore, by equations (12.3) and

(12.8), short inter-transmission times followed by long inter-transmission times occur more

frequently in real intervals than fake intervals (for the rest of the chapter, a short-long

pattern will be used to denote a short inter-transmission time followed by a long inter-

transmission time). Figure 12.4 illustrates the sort-long patterns.

2Since inter-transmission times are typically drawn from continuous random variables, the probability of
an inter-transmission time to be equal to the mean, µ, is zero.
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Figure 12.4: An illustration of interval distinguishability in the current state-of-the-art

solutions based on statistical goodness of fit tests. Real events are transmitted sooner than

what is determined by the probabilistic distribution, while the transmission following the

real event is later than what is determined by the probabilistic distribution to fix the mean

of the pre-defined distribution.

12.4.3 Questions Arising from our Analysis

Our analysis in the previous section shows that real and fake intervals in approaches based

on statistical goodness of fit tests can be theoretically distinguishable. This raises the

following question: can the analysis in Section 12.4.2 be applied in practical scenarios?

If the presented analysis is indeed applicable in practical setups, then the next questions

will be: what is the mathematical explanation for the seemingly contradicting results of

Section 12.4.2 and prior studies acknowledging the effectiveness of statistical goodness of

fit tests in designing anonymous systems? That is, how can one explain the fact that the

use of statistical goodness of fit is known to be secure in the literature while the analysis of

Section 12.4.2 state otherwise? The answers to these questions will be the main focus of

Sections 12.5 and 12.6, respectively. First we provide experimental analysis in an attempt

to investigate the first question.
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12.5 Experimental Analysis of SSA Solutions based on Statistical Good-
ness of Fit

The use of statistical goodness of fit tests in designing anonymous sensor networks was

pioneered by Shao et al. in [230] and followed by schemes that build on it or acknowledge

its effectiveness in providing secure SSA for sensor networks, such as [268, 156, 254, 229,

54, 275]. In this section, we analyze schemes based on statistical goodness of fit tests using

the ideas implied by the theoretical analysis of Section 12.4.2.

12.5.1 Converting Real-Valued Samples to Binary Codes

Let every inter-transmission time that is shorter than the mean µ be represented by the

binary digit ‘0’, and every inter-transmission time that is longer than the mean µ be rep-

resented by the binary digit ‘1’. That is, given a sequence of real-valued inter-transmission

times X = {x1, · · · , xn}, the function g is applied to every inter-transmission time as follows:

g(xi) =

 1, if xi > µ

0, if xi ≤ µ
(12.9)

for each i = 1, · · · , n. (We use g to denote the indicator function instead of the commonly

used notation, I, since I is already used to denote an interval.) Then, the real-valued

sequence, X, is transformed into a binary code as follows:

f
(
X
)

= f
(
{x1, · · · , xn}

)
= {g(x1), · · · , g(xn)}. (12.10)

Observe that this is the same transformation used implicitly in Section 12.4.2. That is,

short-long patterns will be represented by the ordered sequence ‘01’. Next, we describe the

statistical measure that will be used in our experimental analysis of SSA solutions based on

statistical goodness of fit tests.

12.5.2 Correlation Measure for Binary Hypothesis Testing

In this section, we specify the statistical measure that will be used to perform our experimen-

tal analysis of SSA approaches based statistical goodness of fit tests. Let X = {x1, · · · , xn}
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and Y = {y1, · · · , yn} be two sequences of length n. Define the correlation coefficient of the

two sequences by:

ρ(X,Y ) =

| n
n∑
i=1

xiyi − (
n∑
i=1

xi)(
n∑
i=1

yi) |√√√√(n n∑
i=1

x2
i − (

n∑
i=1

xi)
2
)(
n

n∑
i=1

y2
i − (

n∑
i=1

yi)
2
) , (12.11)

where xi and yi denote the ith elements of sequences X and Y , respectively. It can be verified

that the value of ρ is always in the interval [0, 1] [98]. When X and Y are uncorrelated, ρ

will be equal to zero. The higher value of ρ, the more the two sequences are correlated.

12.5.3 Correlation Analysis of SSA Solutions Based on Statistical Goodness

of Fit Tests

The interpretation of the analysis of Section 12.4.2 in terms of the transformation of the

previous section is that each bit in a binary code representing a fake interval is independent of

the all other bits, while bits in a binary code representing a real interval are correlated. More

specifically, a binary code representing a real interval is likely to have more ‘01’ patterns

than a binary code representing a fake interval. This suggests to the following approach to

distinguish between fake and real intervals. First, generate a “reference” binary code of the

form

Ref = {0, 1, 0, 1, · · · , 0, 1}. (12.12)

Now, let I0 and I1 be two time intervals in which one of them contains real event trans-

missions and the other does not. Let S0 and S1 be the two sequences of real-valued inter-

transmission times corresponding to I0 and I1, respectively. Let X0 = f(S0) and X1 = f(S1)

be the conversion of S0 and S1 into their corresponding binary codes according to the trans-

formation of Section 12.5.1. Correlate X0 and X1 with the reference code of equation

(12.12); the binary code having a higher correlation coefficient with the reference code is

the one corresponding to the real interval.

In the context of Game 3, given two intervals I0 and I1 in which one is real and the
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other is fake, the adversary’s decision is given by:

D(I0, I1) =


0, if ρ(Ref, X0) > ρ(Ref, X1)

γ, if ρ(Ref, X0) = ρ(Ref, X1)

1, if ρ(Ref, X0) < ρ(Ref, X1)

, (12.13)

where γ denotes any decisional strategy to break a tie. That is, the interval corresponding

to the binary code that is more correlated to the reference code is decided to be the real

one.

12.5.3.1 Experimental Parameters and Setup

In this section, We specify our parameters selection and setup our experimental analysis of

approaches based on statistical goodness of fit tests.

Inter-transmission times between fake transmissions are chosen to be iid exponentials

with a rate parameter λ = 20. Real events arrive according to a Poisson Arrival process

with mean 1/20. The Anderson-Darling (A-D) goodness of fit test is used to determine the

transmission times of real events and the mean recovery algorithm. The two parameters of

the A-D test are the significance level of the test and the allowed deviation from the mean

which are set to 0.05 and 0.1, respectively.3

The experiment was run for 10, 000 independent trials. Each trial consists of two inter-

vals, a real one, IR, and a fake one, IF . Every trial starts with a “warm-up” period, where

200 iid exponential random variables with rate 20 are drawn to constitute a backlog to be

used in the A-D goodness of fit test. Then real events start arriving and they are trans-

mitted according to the procedure described in Section 12.4.1 (interested readers may refer

to [230] for more detailed algorithms of the transmission mechanism). Each real interval

consists of 50 real events. After the 50th real event has been transmitted, the fake interval

starts for the same amount of time the real interval lasted.

For each of the 10, 000 independent trials, denote by S
(i)
R the sequence of inter-transmission

times of the real interval of the ith trial and, similarly, denote by S
(i)
F the sequence of

inter-transmission times of the fake interval of the ith trial. The numbers in S
(i)
R and S

(i)
F

3These are the same parameters appeared in [230].
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will be real-valued that are indistinguishable from iid exponential random variables. Let

X
(i)
R = f

(
S

(i)
R

)
and X

(i)
L = f

(
S

(i)
L

)
, where f is the function defined in equation (12.10),

be the binary conversion of the real-valued inter-transmission times of the real and fake

intervals of the ith trial.

Following the decision rule in equation (12.13), we correlate X
(i)
R and X

(i)
F with the

reference sequence Ref for all i = 1, · · · , 10, 000. Intuitively, the test is said to be successful

in distinguishing between real and fake intervals in the ith trial if ρ(Ref, X
(i)
R ) > ρ(Ref, X

(i)
F )

and unsuccessful if ρ(Ref, X
(i)
R ) < ρ(Ref, X

(i)
F ). When ρ(Ref, X

(i)
R ) = ρ(Ref, X

(i)
F ) one of the

intervals is chosen to be the real one uniformly at random.

12.5.3.2 Experimental Results and Anonymity Interpretation

Out of the 10, 000 independent trials, the following results were obtained:

• ρ(Ref, X
(i)
R ) > ρ(Ref, X

(i)
F ) in 7, 301 trials;

• ρ(Ref, X
(i)
R ) < ρ(Ref, X

(i)
F ) in 2, 695 trials;

• ρ(Ref, X
(i)
R ) = ρ(Ref, X

(i)
F ) in 4 trials.

Now, consider Game 3 for analyzing interval indistinguishability. Given two intervals

I0 and I1 at which one of them is real and one is fake, let the adversary’s strategy for

deciding which is which be according to the decision rule in equation (12.13). Then, given

the simulation results provided above, the adversary’s probability of correctly identifying

real intervals is 0.730. In other words, the anonymity of the system is at most Λ = 0.539,

significantly far away from the desired Λ ≈ 1 claimed and acknowledged in prior studies

such as [230, 268, 156, 254, 229, 54, 275].

12.6 Explanation for Discrepancies Between Our Results and Prior Stud-
ies

The results of Section 12.5 provide an answer to the first question raised in Section 12.4.3.

Namely that the analysis of Section 12.4.2 can improve the adversary’s chances of distin-

guishing real from fake intervals and, ultimately, breaching the anonymity of the system in
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practical setups is possible. Now, it remains to investigate the rest of the questions raised

in Section 12.4.3. Namely, is there a contradiction between our results and previous studies

and, if not, how can we explain such discrepancies mathematically. The keys to answer

such questions are “interval indistinguishability” and “nuisance information”. We start by

a brief background.

12.6.1 Nuisance Parameters

In statistical decision theory, the term “nuisance parameters” refers to information that

is not needed for hypothesis testing and, further, can preclude a more accurate decision

making [223]. When performing hypothesis testing of data with nuisance parameters, it

is desired (even necessary in some scenarios) to find an appropriate transformation of the

data that removes or minimizes the effect of the nuisance information before performing

the hypothesis testing [223]. That is, given a data sample X = (x1, · · · , xn) that belongs to

one of two possible hypotheses H0 or H1, the test is performed on a transformation of the

data sample, f(X), rather than the original data itself, X. The transformation function, f ,

is an application dependent and choosing the right function is a critical step in hypothesis

testing with nuisance parameters [223].

12.6.2 Significance of Interval Indistinguishability and Nuisance Removal

The answer to the seeming contradiction between the results of Section 12.5 and previ-

ous studies can be divided into two parts. First, previous studies model statistical source

anonymity by the adversary’s ability to distinguish between individual transmissions. That

is, given a sequence of inter-transmission times, the adversary is shown to be unable to de-

termine which transmission is fake and which one is real. The interval indistinguishability

notion introduced in this chapter,4 on the other hand, assumes that source anonymity can

be breached when adversaries can successfully distinguish between real and fake intervals.

Observe that no tool in our analysis is introduced to allow the adversary to infer which

transmission is real and which one is fake within the real interval itself. That is, if the

4Recall that, by Corollary 12.3.2, interval indistinguishability implies individual transmission indistin-
guishability.
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analysis of Section 12.5 is repeated with the assumption that anonymity is breached only if

the adversary can distinguish between individual fake and real transmissions, the anonymity

of the system will be different the the obtained 0.539 (it might very well be close to the

desired Λ ≈ 1 since we do not present any mechanism to distinguish between individual

transmissions). Therefore, the notion of interval indistinguishability is essential in explaining

the discrepancies between our results and prior studies that model SSA by the adversary’s

ability to distinguish between individual real and fake transmissions.

Interval indistinguishability alone, however, does not explain why our results are different

than what is believed in prior work. That is, even though different statistical tools are

used to measure anonymity (statistical goodness of fit tests are used to analyze anonymity

in previous studies while we use the correlation measure specified in Section 12.5.2), the

difference in the used statistical measure does not explain the discrepancies between our

results and prior work.

The conversion of real-valued inter-transmission times into binary codes is the main

reason for the differences between our anonymity results of Section 12.5 and prior studies.

The conversion to binary codes is a key-enabling tool for the removal of nuisance information

precluding successful hypothesis testing. The following experimental analysis demonstrate

the significance of the binary code conversion.

12.6.2.1 Experimental Parameters and Setup

In order to examine the effect of binary code conversion for nuisance removal, the experi-

mental analysis of Section 12.5 is repeated with the real-valued inter-transmission times as

opposed to their binary transformation. 10, 000 independent trials are performed. In very

trial, a real interval, S
(i)
R , and a fake interval, S

(i)
F , are generated with the same parameters

of Section 12.5.3.1. In each trial, the two intervals are correlated with a reference sequence

using the formula in equation (12.11). However, as opposed to the binary reference code of

equation (12.12), one real interval, Refrv, that serves as a reference sequence of real-valued

inter-transmission times is generated as a reference sequence.
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12.6.2.2 Experimental Results and Anonymity Interpretation

Out of the 10, 000 independent trials, the following results were obtained:

• ρ(Refrv, S
(i)
R ) > ρ(Refrv, S

(i)
F ) in 5, 076 trials;

• ρ(Refrv, S
(i)
R ) < ρ(Refrv, S

(i)
F ) in 4, 924 trials;

• ρ(Refrv, S
(i)
R ) = ρ(Refrv, S

(i)
F ) in 0 trials.5

Under the same adversarial strategy of deciding which interval is real and which is

fake given in equation (12.13), the system is 0.984-anonymous using real-valued inter-

transmission times. This result agrees with previous studies in that the sequences cor-

responding to any trial, whether real or fake, are statistically indistinguishable from iid

exponential random variables. On the other hand, when the same system is analyzed using

the binary code conversion of inter-transmission times it was only 0.539-anonymous. The

importance of this result is that it shows how the actual lengths of inter-transmission times

can act as nuisance and prevent accurate hypothesis testing.

The results of this section conclude our explanations to the questions posed in Section

12.4.3. In particular, the results show that there is no contradiction between the results

obtained and acknowledged in prior studies and our result of Section 12.4.2, and that the

combination of the interval indistinguishability model and the existence of nuisance infor-

mation is the mathematical explanation for such seemingly contradicting results.

12.7 Improving SSA via Induced Correlation in Fake Intervals

Our analysis of SSA solutions based on statistical goodness of fit tests shows that the use of

such statistical tools is insufficient to guarantee source anonymity. In particular, not only the

real-valued inter-transmission times must be indistinguishable from the desired distribution

of fake transmissions, but also the binary codes representing the inter-transmission times of

fake and real intervals must have indistinguishable statistical properties. In what follows,

we describe a modification to approaches based on statistical goodness of fit tests to improve

5this is expected since we are dealing with real valued inter-transmission times in this case
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their anonymity. The main idea behind the proposed approach is the attempt to induce

the same correlation pattern of inter-transmission times during real intervals into inter-

transmission times during fake intervals.

12.7.1 The Proposed Approach

As can be seen from the analysis in Section 12.4.2, inter-transmission times during fake in-

tervals are iid’s, while inter-transmission times during real intervals are neither independent

nor identically distributed. In theory, the only way to guarantee that a sequence of random

variables is statistically indistinguishable from a given iid sequence is to generate it as an

iid sequence with the same distribution.

The notion of interval indistinguishability, suggests a different approach for the design of

anonymous sensor networks. Observe that Definition 8 of interval indistinguishability does

not impose any requirements, such as iid, on the distribution of inter-transmission times

during fake intervals. Therefore, designing fake intervals with the distribution that is easiest

to emulate during real intervals is the most logical solution. This idea opens the door for

more solutions as it gives more flexibility for system designers.

To improve anonymity, we suggest introducing the same correlation of inter-transmission

times during real intervals to inter-transmission times during fake intervals. That is, let the

transmission procedure consists of two different algorithms: AR and AF . In the presence

of real events (i.e., in real intervals), algorithm AR is implemented. In the absence of real

events (i.e., in fake intervals), algorithm AF is implemented. Algorithm AR is the same as

the algorithm described in Section 12.4.1. In algorithm AF , the nodes generates two sets

of events independently of each other: “dummy events” and fake events. Fake events serve

the same purpose they serve in algorithm AR, that is, they are used to hide the existence of

real transmissions. Since there are no real events in fake intervals, however, dummy events

are generated to be handled as if they are real events. That is, dummy events are generated

independently of fake messages and, upon their generation, their transmission times are

determined according to the used statistical goodness of fit test.

The purpose of this procedure is to introduce the same correlation of real intervals
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into fake intervals. That is, not only the two sequences of inter-transmission times will

be statistically indistinguishable by means of statistical goodness of fit tests, but also the

binary codes representing fake and real intervals will have the same statistical behavior.

(There is more to be done to decide how nodes switch from algorithm AR to AF and vice

versa, but since this is not the main focus of this chapter, we defer detailed discussion to

future investigation that converts the solution to coding problem.)

12.7.2 Experimental Parameters and Setup

The same experimental analysis of Section 12.5 is performed with one major difference. To

make fake intervals possess the same correlation of real intervals, we implemented the AF

algorithm described above. Dummy events were generated according to iid Gaussian inter-

arrival times with mean 0.05 seconds and a variance of 0.02. (We reemphasize the distinction

between fake messages and dummy events: fake messages are the ones transmitted to hide

the existence of real transmissions, while dummy events are the ones generated, during

fake intervals only, to resemble the existence of real events.) Note that the inter-arrival

distribution of dummy events is purposely different than the inter-arrival distribution of real

events to count for the general case of unknown distribution of real events inter-arrivals.

The A-D test is used in both algorithms, AR and AF , to determine the transmission times

of real events and dummy events, respectively.

12.7.3 Experimental Results and Anonymity Interpretations

By running the experiment for 10, 000 independent trials, the following observations were

recorded.

• ρ(Ref, X
(i)
R ) > ρ(Ref, X

(i)
F ) in 5, 161 trials;

• ρ(Ref, X
(i)
R ) < ρ(Ref, X

(i)
F ) in 4, 832 trials;

• ρ(Ref, X
(i)
R ) = ρ(Ref, X

(i)
F ) in 7 trials.

In terms of the anonymity measure of equation (12.1), the system is 0.967-anonymous

under the adversarial strategy of equation (12.13). Observe the improvement in anonymity
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Table 12.2: A quantitative comparison of the statistical goodness of fit test based approach

of Section 12.4.1 after the transformation of Section 12.5.1 (i.e., without nuisance), the

statistical goodness of fit test based approach of Section 12.4.1 without the transformation of

Section 12.5.1 (i.e., with nuisance), and our improved SSA solution of Section 12.7 after the

transformation of Section 12.5.1 (i.e., without nuisance). ρR > ρF denotes larger correlation

coefficient in real intervals, ρR < ρF denotes larger correlation coefficient in fake intervals,

while ρR = ρF denotes equal correlation coefficient in real and fake intervals. The simulation

results are obtained from 10, 000 independent trials.

ρR > ρF ρR < ρF ρR = ρF Anonymity bound

Statistical goodness of fit based 7, 301 2, 695 4 0.539

approach (without nuisance)

Statistical goodness of fit based 5, 076 4, 924 0 0.984

approach (with nuisance)

Our modified approach 5, 161 4, 832 7 0.967

(without nuisance)

against correlation attacks in our modified version (from 0.539 without the use of dummy

events to 0.967 when dummy events are used). Table 12.2 summarizes our experimental

results.

12.7.4 Performance of the Solution

Compared to the original SSA scheme described in Section 12.4.1, the solution presented

in this section induces more computational overhead. That is, while the original scheme

described in Section 12.4.1 requires nodes to perform statistical goodness of fit tests during

real intervals only, the solution of this section involves the use of statistical goodness of fit

test in both real and fake intervals. Note, however, that the solution of this section does not

involve extra communication overhead, only rescheduling of fake transmissions that must

be sent anyway. This is an important observation since communication consumes orders of
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magnitude more energy than computations (depending on hardware, transmitting one bit

may consume up to 2,900 times the energy consumed by performing one instruction) [137].

We emphasize, however, that this solution is merely presented to illustrate how to im-

prove the anonymity of approaches based on statistical goodness of fit tests. The main

focus of this work is to come up with a framework that can be used to design and analyze

anonymous sensor networks. Using the proposed framework, including the mapping of the

problem of statistical source anonymity to coding theory, in order to design more efficient

schemes that satisfy the notion of interval indistinguishability is an open research problem.

12.8 Effect of Network Topology on Source Anonymity

So far, anonymity discussions were restricted to single-hop analysis. However, since the

adversary, by assumption, has a global view of the network, the adversary can utilize his/her

knowledge of the network’s topology to increase the advantage of exposing secret location

information. In this section, we bring the network’s topology into the picture to illustrate

the importance of increasing the anonymity of each node.

Assume the network is deployed to monitor a moving target. Assume further that a

global adversary will have a 55% chance of distinguishing between real and fake intervals.

In some scenarios, a 0.45 probability of false alarm (the probability that the adversary has

concluded a certain interval is real while it is fake) can be considered high enough to prevent

the adversary from taking the risk. Since the adversary has a global view of the network,

however, he/she can correlate the analysis to the next hop by monitoring adjacent sensor

nodes.

Consider the example of Figure 12.5(a) and assume the adversary’s chance of distin-

guishing between real and fake intervals of each node’s transmissions is 55%. In such a

scenario, according to equation (12.1), the anonymity of each node is Λ = 0.9. The moni-

tored target, however, is moving and node b will start reporting its existence. On average,

the adversary will also have a 55% chance of breaking the anonymity of node b. Combining

the observations from node a and b, the anonymity is reduced to be Λ2 = 0.81. Conse-

quently, by the time the target reaches node e, the anonymity is already reduced to 0.59.

That is, the anonymity of a moving target is an exponentially decreasing function of the
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(a) (b)

Figure 12.5: (a) An example of a sensor networks monitoring a moving target. As the tank

moves along its path, nodes a, b,c, d, and e report that the tank is within their sensing

range. (b) An example of multiple sensor nodes reporting a stationary event. Six nodes are

simultaneously reporting that the tank is within their sensing range.

number of hops reporting its proximity.

In a different direction, consider the case in which multiple nodes are reporting the same

event simultaneously, as depicted in Figure 12.5(b). Then, even if the target is stationary,

the anonymity is reduced to Λ6 = 0.53 (assuming the anonymity of each node is 0.9).

Therefore, unless the anonymity of each node is Λ = 1, or if there is a multi-hop anony-

mous design, global adversaries can substantially increase their advantages of breaking the

anonymity of the sensor network by utilizing their knowledge of the network topology and

performing multi-hop analysis.

12.9 Related Work

The privacy problem in wireless sensor networks comes in different flavors. Proposals dealing

with providing sink anonymity in wireless sensor networks have appeared in, e.g., [100, 225,

190, 189, 166]. Network coding based approaches that protect against traffic analysis have
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appeared in, e.g., [26, 74, 125]. The privacy problem most relevant to this work is the source

location privacy in wireless sensor networks. Li et al. presented a state-of-the-art survey on

privacy preservation in wireless sensor networks [156].

The source location privacy in sensor networks is part of a broader area, the design of

anonymous communication systems. The foundation for this field was laid by Chaum in

[57], and since then has become a very active area of research. In particular, topics related

to location anonymity have been discussed by Reed et al. in [213], who introduced the idea

of preserving anonymity through onion routing, and by Gruteser and Grunwald in [99], who

discussed ways to provide anonymity in location-based services, such as Global Positioning

Systems.

In wireless sensor networks, much of the work in source location privacy assumes a

passive, local eavesdropper operating close to the base station. Privacy is maintained in such

models through anonymous routing. The location privacy problem was first introduced in

[135, 196]. The local eavesdropper model was introduced and the authors demonstrated that

existing routing methods were insufficient to provide location privacy in this environment.

They also proposed a phantom flooding scheme to solve the problem. In [266], Xi et al.

proposed a new random walk routing method that reduces energy consumption at the

cost of increased delivery time. Path confusion has also been proposed as an anonymity-

preserving routing scheme by Hoh and Gruteser in [113]. In [194], Ouyang et al. developed

a scheme in which cycles are introduced at various points in the route, potentially trapping

the adversary in a loop and forcing the adversary to waste extra resources. In [254], Wang et

al. proposed a technique to maximize source location privacy by designing routing protocols

that distribute message flows to different routes.

However, in the global adversarial model, in which the adversary has access to all trans-

missions in the network, routing-based schemes are insufficient to provide location privacy

[178, 230]. The global adversarial model was first introduced by Mehta et al. in [178]. The

authors motivated the problem, analyzed the security of existing routing-based schemes un-

der the new model, and proposed two new schemes. In the first scheme, some sensor nodes

act as fake sources by mimicking the behavior of real events. For example, if the network is

deployed to track an animal, the fake sources could send fake messages with a distribution
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resembling that of the animal’s movements. This, however, assumes some knowledge of the

time distribution of real events. In the second scheme, packets (real and fake) are sent either

at constant intervals or according to a predetermined probabilistic schedule. Although this

scheme provides perfect location privacy, it also introduces undesirable performance char-

acteristics, in the form of either relatively high delay or relatively high communication and

computational overhead. The scheme of [230] was proposed to address this delay/overhead

tradeoff.

In [230], Shao et al. introduced the notion of statistically strong source anonymity in

which a global adversary with ability to monitor the traffic in the entire network is unable to

infer source locations by performing statistical analysis on the observed traffic. In order to

realize their notion of statistical anonymity, nodes are programmed to transmit fake events

according to pre-specified distribution. More specifically, after the transmission of every fake

event, the node draws an exponentially distributed random variable t ∼ Exp(λ), where λ is

the pre-specified rate of the exponential distribution. The node then waits for t time units

and then transmits another fake event. That is, in the absence of real event transmissions,

an adversary monitoring the sensor node will observe inter-transmission times that are iid

exponentials with mean µ = 1/λ.

Upon the occurrence of real events, the goal of a sensor node is to transmit them while

maintaining the exponential distribution of the inter-transmission times. Obviously, if nodes

delay their transmission of real events to the next scheduled fake transmission, no statistical

test can be used to distinguish between real and fake events (since inter-transmission times

are kept exponential iid’s with the same rate). The goal in [230], however, is to minimize

the latency of reporting real events while maintaining statistical indistinguishability between

real and fake transmissions.

To reduce the latency, the authors of [230] proposed the following procedure: let imdi

represent the inter-transmission time between the ith and the i+1st transmissions. Assume a

real event has occurred after the transmission of the ith event. Given {imd1, imd2, . . . , imdi},

imdi+1, the time after the transmission of the ith event the node must wait before it can

transmit the real event, is determined as follows: imdi+1 is the smallest positive value

such that the sequence {imd1, imd2, . . . , imdi, imdi+1} passes the Anderson-Darling (A-D)
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goodness of fit test [238] for a sequence of iid exponentials with mean µ.

Observe, however, that on average imdi+1 < µ since imdi+1 is, by definition, the mini-

mum value that passes the test. Therefore, continuing in this fashion will cause the mean

of the entire sequence to skew away from desired mean.

To solve the problem of mean deviation described above, the scheme in [230] includes

a mean recovery algorithm. The mean recovery algorithm outputs a delay δ and the time

between the transmission of a real event and the following event (fake or real) is set to

imdi+2 = t + δ, where t ∼ Exponential(λ). The scheme in [230] is designed so that the

sequence {imd1, . . . , imdn}, where n is the last transmitted message, always passes the A-D

goodness of fit test.

To reduce the amount of traffic in the network that is due to the transmission of

fake events, techniques based on node proxies and data aggregation have been proposed

[268, 267]. In such techniques, the overall communication overhead is reduced by making

intermediate nodes act as proxies that filter out fake messages or by aggregating multiple

messages in a single transmission. Such approaches make schemes based on generating fake

messages more attractive by mitigating the high communication overhead issue.

Shao et al. also consider the problem of an active adversary in [231]. Their adversary

also has the ability to perform node compromise attacks, and they develop tools to prevent

the adversary from gaining access to event data stored in a node even if the adversary

possesses that node’s secret keys.

In recent works, Li and Ren [159] proposed a scheme to provide both content confi-

dentiality and source-location privacy through routing to a randomly selected intermediate

node (RRIN) and a network mixing ring (NMR), where the RRIN provides local source lo-

cation privacy and NMR yields network-level (global) source location privacy. Ouyang et al.

[195] proposed four schemes: naive, global, greedy, and probabilistic to protect the source

location against global adversaries in. Abbasi et al. [2] proposed a distributed algorithm

to mix real event traffic with carefully chosen dummy traffic to hide the real event traffic

pattern.
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12.10 Summary

In this chapter, we provided a statistical framework based on binary hypothesis testing for

modeling, analyzing, and evaluating statistical source anonymity in wireless sensor networks.

We introduced the notion of interval indistinguishability to model source location privacy.

We showed that the current approaches for designing statistically anonymous systems in-

troduce correlation in real intervals while fake intervals are uncorrelated. By mapping the

problem of detecting source information to the statistical problem of binary hypothesis test-

ing with nuisance parameters, we showed why previous studies were unable to detect the

source of information leakage that was demonstrated in this chapter. Finally, we proposed

a modification to existing solutions to improve their anonymity against correlation tests.

Future extensions to this work include mapping the problem of statistical source anonymity

to coding theory in order to design an efficient system that satisfies the notion of interval

indistinguishability.
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Chapter 13

CONCLUSION

In this chapter, we conclude the dissertation and discuss future work plans. The conclusion

is divided into three sections representing the three main parts of the dissertation.

13.1 Message Authentication

In Chapter 4, we studied the generic composition of authenticated encryption systems.

We introduced E-MACs, a new symmetric-key cryptographic primitive that can be used

in the construction of E&M and MtE compositions. By taking advantage of the E&M

and MtE structures, the use of E-MACs is shown to improve the efficiency and security

of the authentication operation. More precisely, since the message to be authenticated is

encrypted, universal hash functions based E-MACs can designed without the need to apply

cryptographic operations on the compressed image, since this can be replaced by operations

performed by the encryption algorithm. Further, by appending a random string at the end

of the plaintext message, E-MAC can be secured against key-recovery attacks.

In Chapter 5, a different approach has been taken to design message authentication

codes that can be used in the construction of the E&M and MtE generic composition. The

fact that the ciphertext, as opposed to the plaintext, is transmitted to the intended receiver

along with the authentication tag is used to propose a new security model to analyze MACs

in the E&M or MtE compositions. Furthermore, the security of the underlying encryption

algorithm is utilized to reduce the computations performed by the MAC algorithm. In

particular, another instance of E-MACs (called KMAC) is proposed. KMAC is the first

secure keyless MAC in the cryptographic literature and is O(log n log logn) faster than

the fastest MAC (where n is the block size). Furthermore, KMAC is shown to construct

an authenticated encryption system that is faster than existing authenticated encryption

primitives.
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In Chapter 6, we proposed yet another method that utilizes the security of encryption

algorithms to design more efficient authentication. We introduced the p-var authenticated

encryption scheme. The authentication tag in p-var is computed using modular multiplica-

tion. However, as opposed to relying solely on the secret key to grant message integrity, we

utilize the existence of the encryption algorithm to change the field under which the com-

putation is performed. By doing so, we show that regardless of the length of the message to

be authenticated, only the residue of the message (in its integer representation) modulo the

used prime needs to be authenticated, without affecting the integrity of the entire message.

To the best of our knowledge, this is the first MAC in which message integrity is preserved

without the need to process the entire message by the authentication algorithm.

In Chapter 7, we investigated authentication based on a class of universal hash-function

families that have been appeared in the literature. Although the studied universal hash-

function family has appeared in many places, computations have always been performed

modulo prime integers. In this work, we analyzed the security of message authentication

when computations are performed over arbitrary finite integer rings. We derived a direct

relation between the security of authentication and the underlying integer ring Zn. Specif-

ically, we showed that the bound on successful forgery is proportional to the reciprocal of

the smallest prime factor of the used modulus n.

13.2 Radio Frequency Identification

In Chapter 9, we explored a new direction towards solving the identity authentication prob-

lem in RFID systems. We break the RFID authentication process into two main problems:

message authentication and random number generation. For parties equipped with a good

source of randomness and a secure cryptographic primitive to authenticate messages, the

literature of cryptography is rich with well-studied solutions for secure identity authentica-

tion. However, the two operations, random number generation and message authentication,

can be expensive for low-cost RFID tags. In Chapter 9, we laid down the foundations of

a new direction towards solving these problems in RFID systems. We proposed an uncon-

ditionally secure direction for authenticating RFID systems. We used the fact that RFID

readers are computationally powerful devices to design a protocol that allows RFID readers
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to deliver random numbers to RFID tags in an unconditionally secure manner. Then, by

taking advantage of the information-theoretic security of the transmitted messages, we de-

veloped a novel unconditionally secure message authentication code that is computed with

a single multiplication operation. The main goal of this idea was to bring more research to

the design of such unconditionally secure protocols, as opposed to the computationally se-

cure protocols that have been proposed extensively, for the purpose of suiting the stringent

computational capabilities of low-cost devices.

In Chapter 10, a new technique for authenticating short encrypted messages is proposed.

The fact that the message to be authenticated must also be encrypted is used to deliver a

random nonce to the intended receiver via the ciphertext. This allowed the design of an au-

thentication code that benefits from the simplicity of unconditionally secure authentication

without the need to manage one-time keys. In particular, it has been demonstrated in this

chapter that authentication tags can be computed with one addition and a one modular

multiplication. Given that messages are relatively short, addition and modular multiplica-

tion can be performed faster than existing computationally secure MACs in the literature of

cryptography. When devices are equipped with block ciphers to encrypt messages, a second

technique that utilizes the fact that block ciphers can be modeled as strong pseudorandom

permutations is proposed to authenticate messages using a single modular addition.

In RFID literature, most privacy-preserving protocols require the reader to search, lin-

early, all tags in the system in order to identify a single tag. In another class of protocols,

extra communication is traded-off to reduce the search complexity to be logarithmic in the

number of tags, but it has two major drawbacks: it requires a large communication over-

head over the fragile wireless channel, and the compromise of a tag in the system reveals

secret information about other, uncompromised, tags in the same system. In Chapter 11, we

took a different approach to address time-complexity of private identification in large-scale

RFID systems. We utilized the special architecture of RFID systems to propose the first

symmetric-key privacy-preserving authentication protocol for RFID systems with constant-

time identification complexity. Instead of increasing communication overhead, the existence

of a large storage device in RFID systems, the database, is utilized for improving the time

efficiency of tag identification. That is, we used a larger, yet practical, database that is
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designed to perform all time consuming computations offline (independent of reader-tag in-

teractions) so that, upon receiving tags’ responses, they can be identified in constant-time.

13.3 Wireless Sensor Networks

In Chapter 12, we provided a statistical framework based on binary hypothesis testing for

modeling, analyzing, and evaluating statistical source anonymity in wireless sensor networks.

We introduced the notion of interval indistinguishability to model source location privacy.

We showed that the current approaches for designing statistically anonymous systems in-

troduce correlation in real intervals while fake intervals are uncorrelated. By mapping the

problem of detecting source information to the statistical problem of binary hypothesis test-

ing with nuisance parameters, we showed why previous studies were unable to detect the

source of information leakage that was demonstrated in this chapter. Finally, we proposed

a modification to existing solutions to improve their anonymity against correlation tests.

13.4 Future Research Directions

As hardware technology continues to evolve, the use of small devices to form communication

networks is bound to expand. Based on the studies in this dissertation, the search for

appropriate techniques to secure communications in such networks is fertile and emerging. In

addition, as we move towards nanotechnology and nanonetworks, the need for new primitives

can only increase. Not only continuing some of the current wireless security and applied

cryptography research is of research interest in the future, but also the expansion to emerging

areas of (a) cognitive networks, (b) personal health care networks, (c) distributed storage

and computing systems, and (d) the emerging area of cyber-physical systems.

This dissertation’s research in the security of energy constrained networks will be transi-

tioned into a detailed investigation of the security of cyber-physical systems (CPSs). CPSs

are unique in their ability to directly couple and control objects in the physical world with

cyber components and will become a new paradigm in critical infrastructure protection,

smart grids, personal/home-based health care, automated manufacturing, energy distribu-

tion, avionics, and national security applications. The unique feature of physical influence

and control in CPSs emphasizes the importance of understanding robustness to errors and
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attacks that have direct consequences in the physical world.

Cognitive radio networking is another emerging fertile area where the security has to be

guaranteed not only for spectrum sensing but also operation of multiple protocols and new

incentive mechanisms. At present, security research in this area is focused on the sending

of white spaces and identification of primary user with no investigation on other aspects.

The security of this emerging field is of special interest in future research.

Also of interest is investigating the security and privacy in the emerging area of Cloud

Computing. Cloud computing brings challenges and concerns for security and privacy in

the short and long terms as data and computations are outsourced to potentially untrusted

service providers.
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