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Abstract—A model for the microwave emissions of multilayer dry snowpacks, based on dense media radiative transfer (DMRT) theory with the quasicrystalline approximation (QCA), provides more accurate results when compared to emissions determined by a homogeneous snowpack and other scattering models. The DMRT model accounts for adhesive aggregate effects, which leads to dense media Mie scattering by using a sticky particle model. With the multilayer model, we examined both the frequency and polarization dependence of brightness temperatures (Tb's) from representative snowpacks and compared them to results from a single-layer model and found that the multilayer model predicts higher polarization differences, twice as much, and weaker frequency dependence. We also studied the temporal evolution of Tb from multilayer snowpacks. The difference between Tb's at 18.7 and 36.5 GHz can be 5 K lower than the single-layer model prediction in this paper. By using the snowpack observations from the Cold Land Processes Field Experiment as input for both multi- and single-layer models, it shows that the multilayer Tb's are in better agreement with the data than the single-layer model. With one set of physical parameters, the multilayer QCA/DMRT model matched all four channels of Tb observations simultaneously, whereas the single-layer model could only reproduce vertically polarized Tb's. Also, the polarization difference and frequency dependence were accurately matched by the multilayer model using the same set of physical parameters. Hence, algorithms for the retrieval of snowpack depth or water equivalent should be based on multilayer scattering models to achieve greater accuracy.

Index Terms—Dense media, dense media radiative transfer (DMRT) theory, layered media, microwave remote sensing, snow.

I. INTRODUCTION

MICROWAVE remote sensing signatures of snowpacks result from the interaction of the electromagnetic radiation and the snow properties: depth, density, grain size, wetness, and stickiness. A scattering model that can simulate the scattering from a complex structure of snowpack is needed to develop algorithms for the retrieval of snow parameters, particularly snow water equivalent from satellite observations. An earlier version of dense media radiative transfer (DMRT) theory was derived for grain sizes smaller than the wavelength and nonsticky particles [1]. The resulting phase matrix is the Rayleigh phase matrix, and the scattering coefficient has a fourth-power frequency dependence. In the Helsinki University of Technology (HUT) snow emission model [2], the frequency dependence of extinction coefficient is empirically determined. HUT assumes that scattered energy is mostly concentrated in the forward direction, whereas scattering in other directions is ignored. This corresponds to a Dirac delta function in the phase matrix. HUT simulations agree well with vertically polarized brightness temperature measurements; however, it poorly reproduces horizontally polarized brightness temperatures. The microwave emission model of layered snowpacks (MEMLS) [3] is based on strong fluctuation theory [4]. The frequency dependence of scattering coefficient is empirically determined. MEMLS assumes equal forward and backward scattering. The extension model of the MEMLS to coarse-grained snow [5] uses the Rayleigh phase matrix, so scattering coefficient has a fourth-power dependence on frequency. The QCA/DMRT model of sticky particles is a physical model [6], which includes the collective scattering among the particles. The pair distribution functions of the Percus–Yevick approximations for sticky particles are used to simulate the adhesion of ice grains and the formation of aggregates. Thus, higher order multipoles beyond the electric dipole are used to account for the aggregate effects resulting in dense Mie scattering. The QCA/DMRT model gives the following different results when compared to classical independent scattering theory: 1) The extinction saturates at high fractional volume; 2) the scattering coefficient has a frequency dependence that is weaker than the fourth power; 3) the mean cosine of the phase matrix is not zero; and 4) the phase matrix shows more forward scattering and has a larger mean cosine than the classical Mie scattering theory of the same grain size. The same set of DMRT equations is used for both active and passive remote sensing in the QCA/DMRT model. The only difference is the excitation in the DMRT equations: for active remote sensing, the excitation is from radar, whereas for passive remote sensing, the excitation is from...
ground emission. The HUT model has not been applied to active remote sensing. Recently, the original QCA/DMRT sticky Mie model [6] was simplified in 1–2 frame, giving relatively simple mathematical expressions of the phase matrix in the 1–2 frame [7]. Phase matrices in the 1–2 frame were illustrated and compared with other models [7].

For a single-layer snowpack, Chang et al. [8] assumed that the difference between 18.7- and 36.5-GHz brightness temperatures is proportional to snow depth or water equivalent. Chang’s algorithm works for thin to moderate snow depth, whereas it does not work for thick snow because the 37-GHz Tb saturates at snow depths of between 50 and 100 cm, depending on the grain size and volume fraction components. Hence, Chang’s algorithm fails once the snow depth reaches approximately 50–100 cm. Andreassis et al. [9] evaluated the coupled variable infiltration capacity snow hydrology model and single-layer microwave emission model using multiscale brightness temperature measurements from the Cold Land Processes Field Experiment (CLPX). Various single-layer snow microwave emission models have some success [10]; however, they quite often fail to reproduce important observed snowpack microwave emission features. Andreassis et al. [9] found that the polarization difference estimated by the single-layer QCA/DMRT model is about half of the ground observation. A natural snowpack has a layered structure with different snow densities and grain sizes at different layers because of the episodic accumulation and snow metamorphism [11], which results in very different microwave signatures [12] when compared to a single layer of comparable thickness. Sturm and Holmgren [13] classified the seasonal snow covers into six classes, with each class being defined by a unique ensemble of texture and stratigraphic characteristics. Rosenfeld and Grody [14] studied the anomalous microwave spectra of snow cover observed from the Special Sensor Microwave Imager (SSMI) and found two anomalies in the microwave spectra. One anomaly is that Tb reaches a minimum around the middle of winter and then increases despite the fact that snow depth remains constant or even continues to thicken. Another is the inversion of brightness temperature spectra, where Tb of higher frequency is larger than those of lower frequency, which is thought to be caused when a dense surface crust forms on top of old coarse-grained snow. Microwave emission models based on layered snow structure have been previously developed, but they do not adequately reproduce the observed behavior. Tedesco et al. [15] used a multilayer DMRT (QCA-CP) model to simulate emission from both wet and dry snows for a two-layer model, where the first layer was dry snow and the second layer was wet snow. Since the wet snow can be considered as a blackbody, the model of Tedesco et al. does not include the effects of multiple layers of dry snow on microwave emission, scattering, and reflection.

In this paper, we used a multilayered DMRT/QCA with a sticky particle Mie scattering model to simulate the brightness temperature emissions from a layered snowpack. The number of layers is variable. We solve for the radiation intensities at 16 Gaussian quadrature angles of zenith angle for every azimuth angle in every layer and use spline interpolation to interpolate the intensities at other angles, with the same physical angles in each layer. Reflection and refraction layer interfaces are included, and we use a cubic spline to interpolate the refracted radiation at the quadrature angles at the snow–snow interface. The layered structure is essential to analyze the microwave emissions from snow because of the following reasons: 1) Lower frequencies have greater penetration depth and have an integrated effect over the entire snowpack. On the other hand, higher frequencies are sensitive to snow properties near the surface. Thus, the frequency dependence of microwave emission from multilayer snow is different from those of single layer. 2) In layered snow, microwave radiation is reflected and refracted at the interfaces between snow layers. Because reflectivity for horizontally polarized emissions is greater than for the vertical case, the horizontally polarized brightness temperatures are lower for a layered snowpack.

Next, in Section II, we describe the DMRT equations for the multilayer snow model. The multiple scattering equations are exactly solved using 16 quadrature angles. The results include all orders of multiple scattering within the DMRT theory. Then, in Section III, we describe the effect of layering within a snowpack on the numerical calculated brightness temperatures. Finally, in Section IV, we compare the brightness temperature predictions from the multilayer scattering model with Ground-Based Passive Microwave Radiometer (GBMR-7) measurements at the Local Scale Observation Site (LSOS) of CLPX in Colorado, USA. We also compare the emissivities from the multilayer model with measurements at Davos, Switzerland, by Wiesmann et al. [16]. In both cases, the results are in better agreement than that found using a single-layer scattering model.

II. DMRT EQUATIONS FOR MULTILAYER SNOW MODEL AND MULTIPLE SCATTERING SOLUTIONS

The multilayer snow structure is shown in Fig. 1(a). There are $N$ layers of snow with the $i$th layer of snow from $z = -d_{ii-1}$ to $z = -d_{ii}$, where $ii = 1, 2, \ldots, N$. The air–snow boundary is at $z = d_0 = 0$, and the snow–ground boundary is at $z = d_N = d$. In every layer, the microwave emission follows the DMRT equations. We consider full multiple scattering effects with 16 Gaussian quadrature angles. The same 16 angles are used in every layer. Because the angles of different layers are related by Snell’s law, we use a cubic spline interpolation to interpolate from the angles of Snell’s law to the quadrature angles. Fig. 1(b) shows the transmission of microwave at the 16 quadrature angles from layer $ii + 1$ to layer $ii$ when $\varepsilon_{ii+1} < \varepsilon_{ii}$; $\theta_c$ is the critical angle in layer $ii$. Because the wave paths deviate from the quadrature angles in layer $ii$, we interpolate the intensities at quadrature angles in layer $ii$ from the refractive intensities. The DMRT equations for passive remote sensing can be derived from the DMRT equations for active remote sensing [7, eqs. (17a)–(18b)], as the equations are simplified because of azimuthal symmetry for the passive remote sensing case. The specific intensities are not dependent on the angle $\phi$

$$
\cos \theta \frac{d\vec{T}_{ii}(\theta, z)}{dz} = -\kappa_{eii} \cdot \vec{T}_{ii}(\theta, z) + \vec{S}_{ii}(\theta, z) + \kappa_{a} \vec{P}^{'ii} \tag{1a}
$$
where $T_{ii}(\theta, z)$ is the specific intensity of both vertical and horizontal polarizations at any Gaussian quadrature angle $\theta$ in the $i$th layer, and $\mathbf{P}_{ii}$ is the phase matrix in the $i$th layer. The simplified form of $\mathbf{P}_{ii}$ in 1–2 frame is in [7, eq. (16)]. We use the same equation here to calculate $\mathbf{P}_{ii}, \kappa_{ei}$ is the extinction coefficient in the $i$th layer, which can be calculated by [7, eqs. (4) and (12)]. Details of solving the differential equations for each layer can be found in [4].

The parameters $P_1$ and $P_1$ in [4, eqs. (30) and (31)] can be solved by matching the boundary conditions, which are

\[
\begin{align*}
\mathbf{R}_{10}(\theta) = \mathbf{T}_1(\pi, z = 0) & = \mathbf{R}_{10}(\theta) \mathbf{T}_1(\theta, z = 0) \quad (3a) \\
\mathbf{R}_{j+1}(\theta, z = -d_j) & = \mathbf{R}_{j+1}(\theta) \mathbf{T}_{j+1}(\theta, z = -d_j) \quad (3b) \\
\mathbf{R}_{g}\mathbf{n}(\theta) & = \mathbf{T}_{g\mathbf{n}}(\theta) \mathbf{T}_g \quad (3d)
\end{align*}
\]

$\mathbf{R}_{10}(\theta), \mathbf{R}_{g\mathbf{n}}(\theta), \mathbf{R}_{j+1}(\theta)$, and $\mathbf{R}_{gj+1}(\theta)$ are the reflectivity matrices at snow–air, snow–ground, and snow–snow boundaries, $\mathbf{T}_{j+1}(\theta), \mathbf{T}_{j+1}(\theta)$, and $\mathbf{T}_{g\mathbf{n}}(\theta)$ are the transmissivity matrices from snow to snow and from ground to snow. We account for the roughness only at the snow–ground interface by the following. We use the Q/H model [17], with $\mathbf{R}_{g\mathbf{n}H} = ((1 - Q) \cdot \mathbf{R}_H + Q \cdot \mathbf{R}_V) \cdot e^{-H \pi z}$ and $\mathbf{R}_{g\mathbf{n}V} = ((1 - Q) \cdot \mathbf{R}_V + Q \cdot \mathbf{R}_H) \cdot e^{\mathbf{-H} \pi z}$, where $\mathbf{R}_{g\mathbf{n}H}$ and $\mathbf{R}_{g\mathbf{n}V}$ are the reflectivities of the horizontal and vertical polarizations at rough snow–ground interface, respectively. $\mathbf{R}_H$ and $\mathbf{R}_V$ are the corresponding reflectivities for the smooth interface. $\mathbf{p}$ is a vector of cosine values for the Gaussian quadrature angles, $\mathbf{S}_{j+1}(\theta)$ and $\mathbf{s}_{j+1}(\theta)$ are the interpolation matrices.

We use a cubic spline with a “not a knot” end condition [18] to interpolate from the angles of Snell’s law to the quadrature angles. We have $n = 16$ wave paths with angles $\theta_1, \ldots, \theta_n$ that refract from layer with $\varepsilon_{i+1}$ to layer with $\varepsilon_{ii}, \varepsilon_{i+1} < \varepsilon_{ii}$, as shown in Fig. 1(b). The $n$ refraction angles $\theta_1, \ldots, \theta_n$ are smaller than the critical angle $\theta_c$. If $\theta_n < \theta_c < \theta_{n+1}$, where $m < n$, then the refracted intensities at angles from $\theta_{m+1}$ to $\theta_n$ are zero. Then, we only need to interpolate the intensities from $\theta_1$ to $\theta_n$ from the intensities from $\theta_1'$ to $\theta_n'$.

To solve these equations, we proceed as follows. Let $X_1 = \cos \theta_1, \ldots, X_n = \cos \theta_n$. Then, sort the vector of $X$, and get $[x_1, \ldots, x_n] = [X_n, \ldots, X_1]$. The intensities at these angles are $g(x_1), \ldots, g(x_n)$, respectively. The piecewise cubic interpolant $f$ to $g$ is that, on interval $[x_i, x_{i+1}]$, we have $f$ agree

\[
\begin{align*}
&= -\kappa_{ei} \cdot T_{ii}(\theta - \theta, z) + \mathbf{W}_{ii}(\theta, z) + \kappa_a T_{ii}^\ast \\
&= -\kappa_{ei} \cdot T_{ii}(\pi - \theta, z) + \mathbf{W}_{ii}(\theta, z) + \kappa_a T_{ii}^\ast
\end{align*}
\]

\[
\begin{align*}
\mathbf{S}_{ii}(\theta, z) & = \frac{1}{\pi^2} \int_0^{\pi} \int_0^{2\pi} \int_0^{2\pi} d\theta' \sin \theta' \cdot d\phi' \cdot \int_0^{2\pi} d\phi' \cdot \mathbf{P}_{ii}(\theta, \phi, \phi', \phi') = 0 \cdot T_{ii}(\theta', z) \\
&= \frac{1}{\pi^2} \int_0^{\pi} \int_0^{2\pi} \int_0^{2\pi} d\theta' \sin \theta' \cdot d\phi' \cdot \mathbf{P}_{ii}(\theta, \phi, \phi' - \theta, \phi', \phi') = 0 \cdot T_{ii}(\theta', z) \\
&= \frac{1}{\pi^2} \int_0^{\pi} \int_0^{2\pi} \int_0^{2\pi} d\theta' \sin \theta' \cdot d\phi' \cdot \mathbf{P}_{ii}(\theta, \phi, \phi' - \theta, \phi', \phi') = 0 \cdot T_{ii}(\theta', z) \\
&= \frac{1}{\pi^2} \int_0^{\pi} \int_0^{2\pi} \int_0^{2\pi} d\theta' \sin \theta' \cdot d\phi' \cdot \mathbf{P}_{ii}(\theta, \phi, \phi' - \theta, \phi', \phi') = 0 \cdot T_{ii}(\theta', z)
\end{align*}
\]
with some polynomial \( P_i \) of order four, with \( f(x) = P_i(x) \) for \( x_i \leq x \leq x_{i+1} \), where \( i = 1, \ldots, n - 1 \).

The \( i \)th polynomial piece \( P_i \) satisfies \( P_i(x_i) = g(x_i) \), 
\[
P_i(x_{i+1}) = g(x_{i+1}), \quad P_i'(x_i) = s_i, \quad \text{and} \quad P_i'(x_{i+1}) = s_{i+1},
\]
where \( i = 1, \ldots, n - 1 \).

We use the Newton form for the \( i \)th polynomial piece \( P_i \)
\[
P_i(x) = P_i(x_i) + (x - x_i)P_i'(x_i) + (x - x_i)^2P_i''(x_i)/2 + (x - x_i)^3P_i'''(x_i)/6
\]
\[
= \left[ 1 - 3(x - x_i)^2/(x_{i+1} - x_i)^2 \right] + 2(x - x_i)^3/(x_{i+1} - x_i)^3 \cdot g(x_i)
\]
\[
+ \left[ (x - x_i)^2/(x_{i+1} - x_i)^2 \right] \cdot s_i
\]
\[
= (x - x_i)^2/(x_{i+1} - x_i)^2 \cdot s_i.
\]

Define \( \bar{s} = [s_1, \ldots, s_n] \), and \( \overline{g} = [g(x_1), \ldots, g(x_n)] \). \( \bar{s} \) and \( \overline{g} \) are \( n \times n \) matrices,
\[
\bar{s}(1, 1) = x_3 - x_2
\]
\[
\bar{s}(1, 2) = x_3 - x_1
\]
\[
\bar{s}(k, k - 1) = x_{k+1} - x_k
\]
\[
\bar{s}(k, k) = 2(x_{k+1} - x_k)^{-1}
\]
\[
\bar{s}(k, k + 1) = x_k - x_{k-1}, k = 2, \ldots, n - 1
\]
\[
\bar{s}(n, n - 1) = x_{n-1} - x_n
\]
\[
\bar{s}(n, n) = x_{n-1} - x_n
\]
\[
\bar{s}(1, 1) = (x_3 - x_2) \cdot (2x_3 + x_2 - 3x_1)
\]
\[
/ (x_3 - x_1)
\]
\[
= (x_3 - x_2) \cdot (2x_3 + x_2 - 3x_1)
\]
\[
/ (x_3 - x_1)
\]
\[
\bar{s}(1, 3) = (x_2 - x_1)^2/(x_3 - x_2) \cdot (x_3 - x_1)
\]
\[
\bar{s}(1, 2) = (x_3 - x_2) \cdot (2x_3 + x_2 - 3x_1)
\]
\[
/ (x_3 - x_1)
\]
\[
\bar{s}(k, k) = 3(x_{k+1} - x_k)/(x_{k+1} - x_k)
\]
\[
\bar{s}(k, k - 1) = -3(x_{k+1} - x_k)/(x_{k+1} - x_k)
\]
\[
= 3(x_{k+1} - x_k)/(x_{k+1} - x_k)
\]
\[
\bar{s}(k, k + 1) = 3(x_k - x_{k-1})/(x_{k+1} - x_k)
\]
\[
\bar{s}(n, n - 2) = -(x_n - x_{n-1})^2/(x_n - x_{n-1})
\]
\[
\bar{s}(n, n - 1) = -(x_n - x_{n-1})^2/(x_n - x_{n-1})
\]
\[
\bar{s}(n, n) = (x_{n-1} - x_n) \cdot (3x_n - x_{n-1} - 2x_{n-2})
\]
\[
/ (x_n - x_{n-1}) \cdot (x_n - x_{n-2})
\]
\[
= \bar{s} \cdot \overline{g}.
\]

Then, we have \( \bar{\sigma} = \bar{d} \cdot \overline{g} \). The \( i \)th polynomial piece can be written as \( P_i(x) = \bar{p}_i(x) \cdot \overline{g} \), in which case
\[
\bar{p}_i(x) = \left[ 1 - 3(x - x_i)^2/(x_{i+1} - x_i)^2 \right] + 2(x - x_i)^3/(x_{i+1} - x_i)^3
\]
\[
\cdot \cdot [0, \ldots, 0, 1, 0, \ldots, 0]
\]
\[
+ \left[ (x - x_i)^2/(x_{i+1} - x_i)^2 \right] \cdot s_i
\]
\[
= (x - x_i)^2/(x_{i+1} - x_i)^2 \cdot s_i.
\]

Also, let \( x'_i = \cos \theta_1, \ldots, x''_n = \cos \theta_n \). The intensities at these angles are \( f(x'_1), \ldots, f(x'_n) \). We know that \( f(x'_{m+1}), \ldots, f(x'_n) \) are zeros. \( f(x'_1), \ldots, f(x'_n) \) can be calculated from \( \overline{f} \) by
\[
[f(x'_i), f(x'_2), \ldots, f(x'_m)] = \overline{f} \cdot \overline{g}.
\]
\( \overline{f} \) is an \( n \times n \) matrix. The \( jj \)th line of \( \overline{f} \) is filled by the following procedure.

If \( x'_j < x_i \), then \( f(x'_j) = P_i(x'_j) \), \( \overline{f}(j, j) = \overline{p}_i(x'_j) \). If \( x'_j \leq x'_{jj} < x_{i+1} \), then \( f(x'_j) = P_i(x'_j) \), and \( \overline{f}(j, j) = \overline{p}_i(x'_j) \). Furthermore, if \( x'_j \leq x'_{jj} \), then \( f(x'_j) = P_i(x'_{jj}) \), and \( \overline{f}(j, j) = \overline{p}_i(x'_{jj}) \).

We define the \( \overline{f} \) matrix by \( \overline{f}(i, l) = \overline{f}(i, l) \cdot \overline{f}(l, n - l + 1) \), where \( l = 1, \ldots, n \). Finally, the \( n \times n \) interpolation matrix is \( \overline{f}_{j+1}(\theta') = [\overline{f}(i, l)]_n \).

If \( \varepsilon_{ii+1} > \varepsilon_{ii} \), the critical angle in region \( ii + 1 \) is \( \theta'_i \). If \( \theta_m < \theta'_i \leq \theta_{m+1} \), where \( m < n \), then \( m \) out of the \( n \) paths would be refracted. Refraction angles are \( \theta'_1, \ldots, \theta'_m \), similar to the case of \( \varepsilon_{ii+1} < \varepsilon_{ii} \). We could interpoalte the intensities in media 2 at angles from \( \theta_1 \) to \( \theta_m \) from the intensities at angles from \( \theta'_1 \) to \( \theta'_m \). In this case, \( \overline{f} \) is an \( n \times m \) matrix, and \( \overline{f}_{j+1}(\theta') = [\overline{f}(i, l)]_m \). The intensity in the air region, which gives the brightness temperature, is the intensity that is transmitted for the first layer. \( \overline{T}(\theta) = \overline{T}_{10}(\theta) \cdot \overline{T}_1(\theta, z = 0) \), where \( \overline{T}_{10}(\theta) \) is the transmissivity matrix from the snow region to the air region.

III. RESULTS AND DISCUSSION

For all of the simulations that we carried out, we kept certain parameters and conditions constant while varying the
snow depth and number and thickness of layers. We kept the stickiness parameter \( \tau \) equal to 0.1 for every layer. Stickiness parameter is a concept that is borrowed from molecular physics. It is used to describe the potential energy of adhesiveness between particles [19]. Particle positions are determined by interparticle potential energy. Given the potential energy, one solves the Percus–Yevick equation to calculate the pair distribution function, which is proportional to the joint probability density functions of two particles. In QCA/DMRT, we consider the collective scattering between particles, which depends on the relative positions of the particles that are described by the pair distribution function. We chose \( \tau = 0.1 \) because it yields 2.8 for the frequency dependence of the extinction coefficient, which corresponds to the experimental values [20]. We use \( \tau = 0.1 \) for every layer because there are no studies that indicate how it varies; however, other values can be used if warranted by new studies.

We kept the ground temperature at 271 K, and the observation angle was 55\(^\circ\), the same as with the AMSR satellite, unless stated otherwise. The ice grains in snow have relative permittivities of 3.2 + 0.01\(i \) for 36.5 GHz and 3.2 + 0.001\(i \) for 18.7 GHz. The ground dielectric constant is 3.5 + 0.01\(i \). When computing the fractional volume from snow density, we used an ice density of 0.92 g/cm\(^3\). We simulated the brightness temperatures for the snow profile shown in Fig. 2. The snow profile feature is from CLPX ground measurements at LSOS [21]. The snow densities fluctuate but generally increase as the snow depth increases. The snow grain sizes increase as the snow depth increases. The larger density fluctuations near the snow surface are due to the presence of a thin crust. The snow temperature decreases at first and then increases as the snow depth increases. We compared the multilayer snow model simulation results with that of a homogeneous single-layer snow model. For the single layer, the snow parameters are from the geometrically averaged values of the snow profile in Fig. 2. The results of the single-layer model with smooth and rough snow–ground interfaces, along with the results of the multilayer model with smooth and rough snow–ground interfaces, are shown in Table I. The roughness parameters are \( Q = 0.35 \) and \( H = 1.2 \).

### Table I

<table>
<thead>
<tr>
<th>Channel</th>
<th>Single-layer Smooth(K)</th>
<th>Multi-layer Smooth(K)</th>
<th>Single-layer Rough(K)</th>
<th>Multi-layer Rough(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.7(v)</td>
<td>241.3</td>
<td>241.2</td>
<td>240.5</td>
<td>240.9</td>
</tr>
<tr>
<td>18.7(h)</td>
<td>215.7</td>
<td>209</td>
<td>226.6</td>
<td>216.8</td>
</tr>
<tr>
<td>36.5(v)</td>
<td>207.4</td>
<td>208.9</td>
<td>207.6</td>
<td>209</td>
</tr>
<tr>
<td>36.5(h)</td>
<td>192.8</td>
<td>188.5</td>
<td>193.1</td>
<td>188.7</td>
</tr>
<tr>
<td>18.7(v)-18.7(h)</td>
<td>25.6</td>
<td>32.2</td>
<td>15.7</td>
<td>24.1</td>
</tr>
<tr>
<td>36.5(v)-36.5(h)</td>
<td>14.6</td>
<td>20.4</td>
<td>14.5</td>
<td>20.3</td>
</tr>
<tr>
<td>18.7(v)-36.5(v)</td>
<td>33.9</td>
<td>32.3</td>
<td>32.9</td>
<td>31.9</td>
</tr>
<tr>
<td>18.7(h)-36.5(h)</td>
<td>22.9</td>
<td>20.5</td>
<td>33.5</td>
<td>28.1</td>
</tr>
</tbody>
</table>

Fig. 3. Dependence of \( T_b \) on new snow layers on thick snow. (a) Snow profiles. \( \text{Dia} = \text{diameter}, \text{den} = \text{density}, \text{and} \ T = \text{temperature} \). (b) \( T_b \)'s for different profiles.

For smooth conditions, the model simulations show the following three features between the single- and multiple-layer model predictions.

1) The 36.5\(v\) \( T_b \) increases, whereas the 18.7\(v\) \( T_b \) does not have an obvious change. This is because the grain sizes in the penetration depth of 36.5 GHz in the multilayer model are smaller than those in the single-layer model. The 18.7\(v\) \( T_b \) depends on the average grain size.

2) Both 18.7\(h\) and 36.6\(h\) brightness temperatures decrease in the layered case. This is due to more reflections in a multilayer snow model.

3) The 18.7\(h\) \( T_b \) decreases from 215.7 K to 209 K, and the 36.5\(h\) \( T_b \) decreases from 192.8 K to 188.5 K. The 18.7\(h\) \( T_b \) decreases more than 36.5\(h\) \( T_b \) because the penetration
depth of 18.7 GHz is greater than that of 36.5 GHz; hence, there are more reflections to influence the 18.7h Tb than the 36.5h Tb.

Therefore, for the multilayer case, 1) and 2) result in greater polarization differences, whereas 1) and 3) result in lower frequency differences. The polarization difference for 18.7 GHz is about 10 K higher than for 36.5 GHz in the smooth model. This is because 18.7 GHz could penetrate the snow–ground interface, which increases polarization effects at 18.7 GHz. For rough conditions at the snow–ground interface, we still find the aforementioned three features, so the rough multilayer model still predicts higher polarization differences and a lower frequency dependence than does the rough single-layer model.

A comparison of the smooth multilayer model with the rough one shows the following. There is no obvious impact on the 18.7v Tb, whereas the 18.7h Tb is obviously higher in the rough model than in the smooth one. This is because the rough ground reflection is smaller than the smooth one. These also lead to smaller polarization differences at 18.7 GHz in the rough case than in the smooth case. Because rough ground is not a major contribution to polarization difference, the snow density fluctuation near the air–snow interface dominates. The difference in the penetration depth of both 18.7 and 36.5 GHz leads to comparable polarization difference for both frequencies.

We also simulated the temporal Tb emission for three hypothetical, but realistic, snowpacks to examine the impact of layers on the microwave emissions. Fig. 3(a) shows two snow profiles of two days with new snow accumulation every day, and Fig. 3(b) shows Tb simulation of these two profiles. We can see that Tb decreases as new snow accumulates because, as snow depth increases, the attenuation effects on the ground emission increases. The attenuation effects are greater for higher frequencies; therefore, the 36.5-GHz Tb decreases faster than that at 18.7 GHz. This leads to increasing differences between the two frequencies as the snow accumulates. Thus, the multilayer model exhibits the expected brightness temperature dependence on accumulation of new snow.

To simulate the effects of a new snow fall on a thick snowpack, we add 10 cm of fine-grained snow to a 70-cm-thick snowpack, as shown in Fig. 4(a). The simulations show that brightness temperatures increase, particularly that for 36.5 GHz. This “reverse” behavior is because 36.5 GHz can only “see” the top layers when the snow is thick. The new snow
Fig. 6. Snow profile of density, grain size, and temperature on February 21, 2003, at LSOS. The numbers in the bottom of the profile are the values of snow density and grain size, whereas the numbers in the top are the snow temperatures.

with smaller grain sizes in the top layer decreases the attenuation effects of 36.5 GHz. The average grain size of the whole snowpack also decreases, so the Tb of 18.7 GHz also increases while not as much as that of 36.5 GHz. This is consistent with Tb observation when snow is thick [14]. In Fig. 5(a), we show another two snow profiles. The dark layer represents a crust with a density of 0.5 g/cm$^3$; grain size and temperature are the same as the layer beneath it. The simulated Tb showed that the Tb for 36.5 GHz increases as snow depth increases and can be higher than the Tb for 18.7-GHz horizontal polarizations. In Fig. 5, the ground is smooth; the polarization difference of 18.7 GHz is higher than that of 36.5 GHz because of the reflectivity at the snow–ground interface. Moreover, in the snow profile of Fig. 5(a), the polarization difference of 18.7 GHz is even greater than the frequency difference of vertical polarization, so the Tb for 36.5v is higher than the Tb for 18.7h. The Tb increases after adding the fine-grained new snow. The Tb for 36.5 GHz increases faster than that for 18.7 GHz, and finally, the Tb for 36.5h increases higher than the Tb for 18.7h, too.

IV. COMPARISON WITH GROUND MEASUREMENTS

To evaluate the model, we compared the simulated brightness temperatures derived from measured snowpack properties at LSOS of the CLPX experiments in Colorado, USA [21], and the observed brightness temperatures using the GBMR brightness temperature observations of the snow cover at LSOS [22]. LSOS is a 100-m $\times$ 100-m study site which has flat topography with a uniform pine forest, a discontinuous pine forest, and a
small clearing. We compare the simulated Tb with the measured Tb on December 11, 2002, and February 19, 20, and 21, 2003. The snow parameters shown in Fig. 6 are from snow pit measurements taken on February 21, 2003, at snow pit #2, which was located at about 10 m from the GBMR-7 radiometer view area [21], [22]. The snow pit measurements showed that there are two layers of thin crust near the surface and discontinuous basal crust near the ground. The thin crust is modeled as a 0.6-cm snow layer with a density of 0.38 g/cm³. The basal crust is modeled as a 2-cm snow layer with a density of 0.38 g/cm³. The densities of the other layers increase with small fluctuation as the snow depth increases. The grain sizes provide the best fit of the simulations to the observations, which increase as snow depth increases. The grain sizes used here are smaller than the averaged ground measurements. The snow temperature decreases at first and then increases as snow depth increases. We also took the ground temperature to be that of the lowest snow layer. The ground dielectric constant is $3.2 + 0.01i$. We used roughness parameters of $Q = 0.35$ and $H = 1.2$ to improve the match of brightness temperatures with the ground observations. In Fig. 7(a), we show the comparison of brightness temperature between the CLPX data and DMRT model, and in Fig. 7(b), we compare the polarization differences and frequency differences. Brightness temperature, polarization difference, and frequency dependence are in good agreement with the CLPX data. The results of the multilayer model are in much better agreement with the CLPX Tb data than the results of the single-layer model that was presented in [9].

We also compared the model simulations with the GBMR brightness temperature observations at different incident angles from 30° to 70° in Fig. 8. Again, we used the snow profile from the snow pit measurements obtained on February 20, 2003. Because the radiometer was set up on ground, at a fixed height, the footprints vary for different incident angles. The model predictions are about 5 K higher than the field observations at 36.5 GHz at observation angles less than 70°. At a 70° angle, the horizontal polarization is underestimated. The model predictions agree well with observations at 18.7 GHz for vertical and horizontal polarizations at observation angles less than 55°. When observation angles are larger than 55°, the model underestimates the horizontally polarized brightness temperatures.

We also compared the simulated emissivities with the observed emissivities as measured by a portable radiometer at a test site in the Alps, Switzerland [16]. The profiles of density, thickness, and temperature shown in Fig. 9(a) are from [16]. No grain size measurements are available, so we varied the grain size distribution to provide the best fit of the simulations to the observations. The resulting grain size profile was realistic and shown in Fig. 9(a). The ground dielectric constant of $4 + 0.01i$ provides the best fit of the simulations to the observations, with $Q = 0.1$ and $H = 0$. The emissivities from the DMRT model and measurements at 21 and 35 GHz, as a function of observation angles, are in good agreement, as shown in Fig. 9(b) and (c).

V. CONCLUSION

A multilayer QCA/DMRT model of the microwave emission from a layered snowpack gives more accurate brightness temperatures than a single-layer model, when compared to field observations. The model uses a cubic spline interpolation to connect the intensities at the interfaces. The multilayer QCA/DMRT model simulates the Tb features of various snow profiles and gives greater polarization differences than the single-layer QCA/DMRT model. The simulation results from the multilayer QCA/DMRT model agree well with CLPX ground-based Tb measurements, snow profiles constrained by snow pit measurements, and ground-based emissivity measurements in the Alps. Future applications of the multilayer QCA/DMRT model include merging it with the multilayer hydrology model used by the National Oceanic and Atmospheric Administration (NOAA), NOAA/National Weather Service (NWS) snow model, which is developed at the National Operational Hydrologic Remote Sensing Center of NOAA’s NWS [23].
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